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Introduction

The International Association for Boundary Element Methods (IABEM) pro-
vides a forum for researchers and engineers around the world to discuss recent de-
velopments in the Boundary Element Method (BEM) and new challenges ahead.
It fosters and facilitates scientific interaction, discussion and cooperation among
mathematicians, computer scientists and engineers with background in the field of
BEM. The Association has been organizing international symposia for more than
20 years. The last six symposia were held in Paris (1998), Brescia (2000), Austin
(2002), Minneapolis (2004), Graz (2006) and Brescia (2011).

The 2013 IABEM Symposium takes place at the Pontificia Universidad Católica
de Chile (PUC) in Santiago, Chile on January 9-11, 2013. It is being organized
jointly by the Faculties of Engineering and Mathematics of the PUC.

We sincerely thank our sponsors who provided the necessary financial support
to keep the registration fee low and to assign 15 studentships:

• Comisión Nacional de Investigación Cient́ıfica y Tecnológica (CONICYT)
through Project Anillo ACT1118,

• Nimbic,
• Vicerrectoŕıa de Investigación, Pontificia Universidad Católica de Chile,
• Facultad de Ingenieŕıa, Pontificia Universidad Católica de Chile, and
• Facultad de Matemáticas, Pontificia Universidad Católica de Chile.

Finally, we also thank all the participants for attending IABEM 2013 and, in
many cases, for traveling far to do so.

Norbert Heuer, Carlos Jerez-Hanckes
Organizers IABEM 2013

Santiago, Chile, January 2013
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Extended Abstracts

A Boundary Integral Formulation Based On The Convolution
Quadrature Method For Transient Heat Conduction In Functionally

Graded Materials

A. I. Abreu

(joint work with A. Canelas, W. J. Mansur)

A Boundary Element Method based on the Convolution Quadrature Method for
transient heat conduction analysis is presented. Heat conduction problems in-
side homogeneous and non-homogeneous media are considered. In the case of the
non-homogeneous media, the conductor is assumed to be a functionally graded
material, i.e., the material properties vary spatially according to known smooth
functions. The Convolution Quadrature Method is adopted to obtain a numeri-
cal approximation of the integral equation of the time-domain boundary element
method. A numerical example of transient heat conduction problems is presented
to show the versatility and accuracy of the method.

1. Introduction

For transient heat conduction problems, the classical time-domain (TD) for-
mulation of the Boundary Element Method (BEM) presents convolution integrals
with respect to the time variable. One of the recognized disadvantages of the
classical TD-BEM approach lies in the high computational cost of the numerical
evaluation of these convolution integrals. Moreover, the analysis of problems with
complex-shaped domains becomes more computational intensive when numerical
responses at a large number of interior points are required and, especially, when
non-homogeneous problems are analyzed. In recent years, the Convolution Quad-
rature Method (CQM) [3] has been found suitable for application to TD-BEM
approaches. The CQM-based BEM evaluates the convolution integrals of the TD-
BEM formulation by means of a quadrature formula that uses the fundamental
solution in the Laplace-transformed domain. One of the advantages of using the
CQM is that it makes the BEM able for problems where the analytical TD fun-
damental solution is not available or is difficult to compute. Applications of the
CQM-based BEM to elastodynamics, viscoelasticity and poroelasticity problems
[4, 5], acoustics [1] and more recently to thermoelasticity problems [2] have shown
that it is an appropriate time discretization method.

Functionally Graded Materials (FGM) are non-homogeneous materials for which
some material properties vary according to a smooth function on the spatial co-
ordinates. An increasing number of papers concerning applications of FGMs are
being published, and the technique proposed in [6] reduces the heat conduction
problem inside a FGM to a standard problem inside a homogeneous material. In
the present work a clear characterization of the material variations that can be
addressed through this technique is achieved by means of a simple differential
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equation expressed in terms of the square root of the thermal conductivity func-
tion. In addition, numerical examples of transient heat conduction problems are
presented to show the versatility and accuracy of the method.

2. Governing equation and fundamental solutions

The heat equation describing the evolution of the temperature T inside a general
non-homogeneous isotropic conductor Ω, in the case of zero heat sources is:

(1) ρ(x)ce(x)
∂T

∂t
(x, t)−∇ · [K(x)∇T (x, t)] = 0 in Ω ,

where K(x) > 0 is the thermal conductivity of the material, ce(x) > 0 is the
specific heat, and ρ(x) > 0 is the mass density. The material properties are
known, as well as the initial condition T (x, t0) = T0(x) at time t0 and the following
boundary conditions for t > t0: T (x, t) = T̄ (x, t) in ΓT and q(x, t) = q̄(x, t) in Γq,
where q(x, t) = −K(x)∂T

∂n (x, t) is the normal heat flux on the boundary Γ of Ω
(ΓT ∪ Γq = Γ). T̄ and q̄ are known functions and n is the outward-pointing unit
normal vector on Γ.

For the analysis of FGMs, the approach proposed in [6] is followed, but it is
presented here in a slightly different way, providing also a complete characteriza-
tion of the spatial variations of the material properties that can be treated by this
technique. The material properties are considered constant over time, the density
ρ is also considered constant over space, and the material properties K and ce

must have a spatial variation in such a way that the thermal diffusivity κ = K(x)
ρce(x)

of the material is constant. In this case, the substitutions K(x) = ϕ2(x) and
T (x, t) = ϕ−1(x)v(x, t) in Eq. (1) lead to the following equation:

(2)
∂v

∂t
(x, t) − κ∇2v(x, t) +

κ∇2ϕ(x)

ϕ(x)
v(x, t) = 0 .

The particular case that can be addressed by the present approach is when the
function K is such that its square root ϕ satisfies:

(3) κ∇2ϕ(x) = −αϕ(x) for a constant value α .

The additional substitution v(x, t) = exp(αt)u(x, t) leads to the standard heat
equation for homogeneous materials in terms of the variable u:

(4)
∂u

∂t
(x, t) − κ∇2u(x, t) = 0 .

If Eq. (3) is satisfied, then the original heat equation (1) can be reduced to the
standard heat equation for homogeneous materials (4).

The fundamental solution T ∗ of the original problem of Eq. (1) is a free-space
Green’s function describing the temperature field generated by a unit heat source
applied at point ξ at time t0. It satisfies:

(5) ρce(x)
∂T ∗

∂t
(x, t; ξ, t0)−∇x · [K(x)∇xT ∗](x, t; ξ, t0) = δ(ξ − x)δ(t0 − t) .
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Assuming κ∇2ϕ(x) = −αϕ(x), the substitutions K(x) = ϕ2(x), T ∗(x, t; ξ, t0) =
ϕ−1(x)v∗(x, t; ξ, t0) and v∗(x, t; ξ, t0) = exp(αt)w∗(x, t; ξ, t0) in Eq. (5) give:

∂w∗

∂t
(x, t; ξ, t0)− κ∇2

xw∗(x, t; ξ, t0) =
κ δ(ξ − x)δ(t0 − t)

ϕ(ξ) exp(αt0)
.(6)

Then, w∗ is given by:

w∗(x, t; ξ, t0) =
κ

ϕ(ξ) exp(αt0)
u∗(x, t; ξ, t0) ,(7)

where u∗ is the fundamental solution of the standard heat equation. Returning
back to the original variables, the TD fundamental solution T ∗ is:

(8) T ∗(x, t; ξ, t0) =
1

4π
√

K(ξ)K(x) τ
exp

(
− r2

4κτ
+ ατ

)
H(τ) ,

where r = ‖ξ−x‖, τ = t− t0, and the Heaviside function H enforces the causality
condition T ∗ ≡ 0 for t < t0. Note that setting α = 0 in Eq. (8) and considering
constant properties K, ce and ρ, the TD fundamental solution for homogeneous
materials is achieved.

3. CQM-based BEM formulation for FGMs

Assuming a homogeneous initial condition, the following boundary integral
equation in terms of T is achieved:

(9) c(ξ)T (ξ, t̃) =

∫

Γ

∫ tf

t0

[
T ∗(x, t̃; ξ, t) p(x, t)− p∗(x, t̃; ξ, t)T (x, t)

]
dt dΓ ,

where T ∗ is the TD fundamental solution given by Eq. (8), p∗(x, t̃; ξ, t) = K(x)∂T∗

∂n (x, t̃; ξ, t)
and p(x, t) = K(x)∂T

∂n (x, t) (note that p∗ = −q∗ and p = −q). The time t̃ ∈ [t0, tf ],
where tf is the final time of analysis, and the coefficient c(ξ) is the same as that of
the static problem. To solve the TD boundary integral equation (9) the boundary
is divided into ne elements Γj (j = 1, 2, . . . ne) and the time span [t0, tf ] is divided
into N time-steps of equal size ∆t. The discrete version of Eq. (9) using the CQM
for a point source ξi and the time tn = t0 + n∆t (n = 0, 1, . . . , N) is given by:

(10) c(ξi)T (ξi, tn) =
ne∑

j=1

n∑

m=0

gj
n−m(ξi,∆t)pj

m −
ne∑

j=1

n∑

m=0

hj
n−m(ξi,∆t)T j

m .

The quadrature weights gj
n and hj

n of Eq. (10) are given by:

gj
n(ξi,∆t) =

σ
−n

L

L−1∑

"=0

∫

Γj

T̂ ∗(x, ξ, s")N
j(x) dΓ e−θn" ,(11)

hj
n(ξi,∆t) =

σ
−n

L

L−1∑

"=0

∫

Γj

p̂∗(x, ξ, s")N
j(x) dΓ e−θn" ,(12)

where θ = 2πi/L
(
i =

√
−1

)
, N j(x) represents the matrix of interpolation func-

tions of the spatial discretization, the discrete parameter s" = γ(σeθ")/∆t, and the
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function γ is the quotient of the characteristic polynomial generated by a linear
multi-step method that is usually a backward differentiation formula of order Nγ .

T̂ ∗(r, ·) and p̂∗(r, ·) are the Laplace transforms of T ∗(r, ·) and p∗(r, ·), respectively.
The expression of the TD fundamental solution T ∗ for FGMs due to a heat point
source was given in Eq. (8) and the corresponding fundamental solution T̂ ∗ in the
Laplace-transformed domain is:

(13) T̂ ∗(x, ξ, s) =
1

2π
√

K(ξ)K(x)
K0

(
r

√
s− α

κ

)
,

where K0 is the modified Bessel function of the second kind and order zero. For
homogeneous materials, the corresponding fundamental solution T̂ ∗

h in the Laplace-
transformed domain is given by:

(14) T̂ ∗
h (x, ξ, s) =

1

2πK
K0

(√
s

k
r

)
.

The vectors T j
m and pj

m of Eq. (10) represent, respectively, the prescribed or
unknown nodal values of T and p defined at each element j of the boundary.
They are given by T j

m = T j(tm) and pj
m = pj(tm) (m = 0, 1, . . . , N in the time).

Equation (10) can be rewritten in matrix form as follows:

(15) cTn =
n∑

m=0

Gn−mpm −
n∑

m=0

Hn−mTm .

The responses on the boundary and at interior points are calculated from
Eq. (15), where G and H are the BEM influence matrices and c is the diago-
nal matrix containing the coefficients c(ξ). The indices n and m correspond to the
discrete times tn = t0 + n∆t and tm = t0 + m∆t, respectively. By imposing the
boundary conditions into Eq. (15), the following expression is obtained:

(16) A0yn = fn +
n−1∑

m=0

(Gn−mpm −Hn−mTm) ,

where A0 stores the columns of c+H0 corresponding to the unknown values of T
and the columns of G corresponding to the unknown values of p. The unknown
values of T and p at time tn are stored in the vector yn. The known values
of T and p are multiplied by their respective columns of H and G to assemble
the vector fn. The CQM-based BEM solves Eq. (16) consecutively to obtain the
solutions yn with n = 0, 1, . . . , N .

4. NUMERICAL EXAMPLE

A transient heat conduction problem in a rotor subject to mixed boundary
conditions is analyzed for two cases: A homogeneous and a FGM rotor with a
radial spatial variation of the material properties. The rotor has eight mounting
holes like the considered in [6]. To solve the homogeneous rotor, the fundamental
solution T̂ ∗

h given by Eq. (14) is used. For the other one the fundamental solution

T̂ ∗ given by Eq. (13) is used. The CQM parameters are L = N and σ
N =

√
ε
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with ε = 10−4, and γ(z) corresponds to a backward differentiation formula of
order Nγ = 2 [3]. The spatial discretization uses linear elements, and the initial
condition is T0(X) = 0 at t0 = 0.

Homogeneous rotor: The results of the CQM-based BEM for a homogeneous
rotor are compared against the results obtained using the Finite Element Method
(FEM). In this case the material properties are given in Table 1. In the case of the
FEM, a mesh of 292 nodes, and 504 triangular elements was used. For the CQM-
based BEM, a boundary mesh of ne = 80 elements was used (the nodes coincide
with the 80 boundary nodes of the FEM mesh). The time discretization used for
both methods consists of 128 time-steps ∆t = 0.001 from t0 = 0 to tf = 0.128.

FGM rotor: In this case the results of the CQM-based BEM for a FGM rotor
are compared against the results corresponding to the homogeneous rotor. The
material properties of the FGM rotor are also given in Table 1. In this case the
results for the FGM rotor are different from the results obtained for the homo-
geneous rotor, despite the fact that the diffusivity κ is the same in both cases.
Contour plots of the temperature at times t = 0.005 and t = 0.1 for both rotors
are shown in Fig. 1.

Table 1. Material properties of the FGM rotor problem

V ariation α κ K̄ c1 c2 β K(r)
Homogeneous 0 0.001 0.001 1 0 0 0.001

FGM 0 0.001 0.001 4 1 0 0.001(4 + log(r))2
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Figure 1. Contour plots of the temperature in the homogeneous
and FGM rotors at different times.
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5. CONCLUSIONS

A CQM-based BEM formulation was proposed with the purpose of analyzing
two-dimensional problems governed by the heat equation in homogeneous mate-
rials and FGMs. The formulation proposed can accurately obtain the solutions
to the example studied, which considers different spatial variations of the mate-
rial properties of the FGM, mixed boundary conditions, and a complex shaped
domain.
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Data Compression Techniques for the p-Version of the Boundary
Element Method for the Laplace Equation in two dimensions

Markus Bantle

(joint work with Stefan Funken)

We consider Symm’s integral equation

(1) V φ = f, on Γ = ∂Ω,

where Ω is a bounded Lipschitz domain in R2 with polygonal boundary Γ and
V denotes the single layer operator for the Laplace equation in two dimensions.
Using the Boundary Element Method (BEM) to solve (1) generally results in a
linear system with densely populated Galerkin matrix V. For the h-version of
BEM and Wavelet Galerkin methods there are various data compression schemes.
Using H- and H2-Matrices one can reduce the computational cost for assembly
and matrix vector multiplication to O(N log(N)) and O(N), respectively, where
N is the number of degrees of freedom (e.g. [8], [4]). In Wavelet-BEM data com-
pression techniques result in sparse matrices that yield O(N) for the complexities
for assembly and matrix vector multiplication. In [9], a data compression scheme
for the p-BEM is presented that builds upon the idea that small matrix entries
can be neglected. However, no complexity estimates are provided.

In this paper we present a data compression scheme for the single layer Galerkin
Matrix that arises in the p-version of the BEM. Combining different techniques that
are used for H-Matrices and the approach of [9] and using different techniques for
different sub-blocks of the Galerkin matrix, we obtain a compression scheme that
allows for the assembly of the Galerkin matrix and the matrix vector multiplication
with O(N log(N)2) operations.

1. Galerkin Discretization and Computation of Galerkin Entries

Consider a quasi-uniform triangulation T = {Ti, i = 1, . . . , M} with mesh-widths
hi := |Ti| > 0 and polynomial degrees pi ∈ N0. Let h := mini=1,...,M hi and
p := min{1, maxi=1,...,M pi}. We define the ansatz space

S0 :=
{
φ : φ|Ti ∈ span{P (i)

" , - = 0, . . . , pi} ∀Ti ∈ T
}

.

Here P (i)
" is the --th Legendre polynomial mapped to the element Ti by an affine

mapping. Using S0 for the Galerkin discretization we obtain a block Galerkin
matrix V = (V(i,j))i,j=1,...,M with blocks V(i,j) ∈ Rpi×pj and

V (i,j)
k," = − 1

2π

∫

Ti

P (i)
k (x)

∫

Tj

P (j)
" (y) log |x− y| dsy dsx.
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For the case of identical elements, i.e. Ti = Tj, there holds

V (i,i)
k," = −h2

i

4π






log h2
i − 3 , if k = m = 0,

2

(k + - + 2)(- + k)((- − k)2 − 1)
, if k + - > 0, k − - even,

0 , otherwise.

(2)

This allows for the direct computation of Galerkin entries. For non-identical el-
ements, we define mi as the midpoint of Ti, ui as the tangent vector of Ti with
length hi/2, and w := mj −mi and get

V (i,j)
k," = −hi hj

8π

(
2δk0δ"0 log

(
uT

j uj

)
+ Re

∫ 1

−1
Pk(s)

∫ 1

−1
P"(t) log

(
z(s)− t

)
dt ds

)

with z(s) = a(uj , w) + b(uj , ui)s, where a(uj , w), b(uj , ui) ∈ C. Thus, the compu-
tation of Galerkin entries can be reduced to the evaluation of the function

I−1
k," (a, b) :=

∫ 1

−1
Pk(s)

∫ 1

−1
P"(t) log

(
z(s)− t

)
dt ds.

There exist recurrence relations for I−1
k," (a, b) with respect to k, - (see [2]). However,

these recurrence relations are unstable for general a, b ∈ C. Therefore, we use
the multiple-precision libraries mpfr and mpc ([6], [5]) for the evaluation of these
recurrence relations.

2. Far Field Blocks

For the matrix blocks that correspond the boundary elements Ti, Tj ∈ T with
Ti ∩ Tj = ∅, we use the idea that small matrix entries can be neglected. In order
to derive an upper bound for the magnitude of the matrix entries that can be
neglected, we follow an approach presented in [7] that analyzes the influence of
perturbations in the Galerkin entries on the consistency error for h-BEM. Adapting
the notation of [7] we introduce an abstract index set F = {1, . . . , N} for all basis
functions of S0. Furthermore, V = (Vf,f ′)f,f ′∈F is the Galerkin matrix for the

bilinear form a(u, v) = (V u, v)L2(Γ) and Ṽ = (Ṽf,f ′)f,f ′∈F denotes the Galerkin
matrix for the perturbed bilinear form ah. We obtain the following estimate, which
can be proven using the Cauchy Schwarz inequality and an inverse estimate from
[11].

Theorem 2.1. If |Vf,f ′ − Ṽf,f ′ | < ε for all f, f ′ ∈ F , then

|a(v, w)− ah(v, w)|
||v||H−1/2(Γ)||w||H−1/2(Γ)

≤ ε

(
p̄

h

)3

for all v, w ∈ S0.

Thus, if the Galerkin error behaves like ||φ− φp
h||H−1/2(Γ) ! hs p2s with s > 0, we

have to request

ε ! ε0 :=
h3+s

p3+2s(3)



Symposium IABEM 2013 15

in order to keep the consistency error below the Galerkin error. This means that

all matrix entries with |V (i,j)
k," | < ε0 can be neglected.

In [9] the estimate

(V P (i)
k , P (j)

" )L2(Γ) ≤
C

π

(
max{|Ti|, |Tj |}
2dist(Ti, Tj)

)k+"

with C only depending on Γ is derived. Combining this estimate with (3) shows
that we can neglect all entries V i,j

k," with

k + - " F (log(h), log(p), dist(Ti, Tj)) = O(log(p)).(4)

Hence, for one far field block only O(log(p)2) entries need to be computed.
We are now ready to formulate an algorithm for the computation of the far field
blocks:

(i) (First row) Calculate -0 such that - ! F (log(h), log(p), dist(Ti, Tj)), - =
1, . . . , -0.

(ii) (A priori compression) Calculate the matrix block V (i,j)
k," ,

k, - = 1, . . . , -0 + 1.
(iii) (A posteriori compression) Remove all entries which are smaller than ε0

(see (3)).
(iv) Store the remaining entries in a sparse matrix.

Numerical experiments (see Table 1) show that the estimate (4) is too coarse.
Therefore, we derive another estimate for the Galerkin entries. For this purpose
we define the function

Q̃−1
n (z) :=

∫ 1

−1
Pn(t) log

(
z − t

)
dt, z ∈ C,

which is closely related to the associated Legendre function of the second kind,
Q−1

n (z). Using this relation and an asymptotic expansion of Q−1
n (z) (see [10]), we

obtain

Q̃−1
n (z) ∼ 2

√
π n−3/2 ξ−n

(
1−O(ξ−2)

)

with ξ = z +
√

z2 − 1 as n → ∞ ([2]). Defining Q̂−1
n (z) := 2

√
π n−3/2 ξ−n and

using the Cauchy Schwarz inequality, we can derive an estimate for the values of
I−1
k," (a, b) by

|I−1
k," (a, b)|2 =

∣∣∣∣
∫ 1

−1
Pk(s)Q̃−1

" (z(s)) ds

∣∣∣∣
2

!

∫ 1

−1
(Pk(s))2 ds ·

∫ 1

−1

(
Q̂−1
" (z(s))

)2
ds

=
2

2k + 1

∫ 1

−1

(
Q̂−1
" (z(s))

)2
ds.(5)

This estimate can be used to determine -0 in step (i) of the algorithm. Table 1
shows that the estimate (5) performs better than (4), especially if the two boundary
pieces are close together.
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Table 2. Number of non-zero entries in a far field block after
the a-priori compression with (4) and (5), respectively, and the
a-posteriori compression. Here we choose Ti = [−1, 1]×{0}, Tj =
conv{Aj , Bj}, and ε0 = 4.3e− 08.

Aj Bj nnz nnz nnz
(a priori (4)) (a priori (5)) (a posteriori)

(3.0, 0.0) (5.0, 0.0) 529 100 37
(2.0, 2.0) (4.0, 4.0) 1225 121 39

(−1.0, 2.0) (1.0, 2.0) 529 144 31
(−5.0,−1.0) (−3.0, 0.0) 784 121 37

3. Diagonal Blocks

For the diagonal blocks V(i,i) we use a hierarchical matrix format. This format
is based on the idea that the matrix entries which are separated from the diagonal
behave smoothly with respect to their indices and can thus be interpolated (see [1]).
Our goal is to divide V(i,i) hierarchically into sub-blocks and to create low-rank
approximations on sub blocks that are separated from the diagonal. Adopting the

H-Matrix terminology, we say that a d-by-d sub-block VS = (V(i,i)
k," )(k,")∈S with

S = {k0, . . . , k0 + d} × {-0, . . . , -0 + d} =: σ × τ is separated from the diagonal if
d < η dist(σ, τ) with η ∈ (0, 2) and dist(σ, τ) := min{0, k0 − -0 − 1}. Equation (2)

indicates that on admissible sub blocks the matrix entries V (i,i)
k," can be expressed

by V (i,i)
",k = V (i,i)

k," = −h2
i

4π f(k, -) with a smooth function f . To obtain a low rank
approximation on an admissible sub-block, we use Lagrange interpolation with
Chebyshev nodes tr ∈ [0, 1], r = 1, . . . ν and obtain

V (i,i)
k0+k,"0+"

= f(k0 + k, -0 + -) ≈
ν∑

r=1

f(k0 + trd, -0 + -) · Lr

(
k

d

)
.

Here Lr(x) is the r-th Lagrange basis polynomial with respect to the Chebyshev
nodes. In order to determine the interpolation order ν, which is also the rank of
the low rank approximation of VS , we analyze the interpolation error E(Fy, ν, S)
for the function Fy := f(., y) on the square S := [x0, x0 + d] × [y0, y0 + d]. Using
Cauchy’s integral formula to get an upper bound for the derivatives of Fy , the error
formula for Lagrange interpolation, and the admissibility condition, we obtain

E(Fy, ν, S) !
(η

2

)ν (η

d

)2 1

(x0 + y0)2
,

i.e. the interpolation error converges exponentially with respect to the interpo-
lation order ν. Theorem 2.1 yields that choosing ν = O(log p) suffices to keep
the order of convergence. Furthermore, the complexity estimates for H-Matrices
(see [8]) show that the storage amount and the complexity for one matrix vector
multiplication is O(p log(p)).
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4. Off-Diagonal Blocks

For the blocks V(i,j) that correspond to neighboring elements Ti, Tj ∈ T we use a
generalized cross approximation scheme to obtain a rank k approximation. Unlike
in the cross approximation scheme introduced in [3], we have to search the pivot
elements in the full residual matrix in general. Numerical experiments indicate
that the choice r = O(log(p)2) is sufficient to retain the order of convergence of
the underlying Galerkin scheme. Thus, for the general case, the complexity for
storage and matrix vector multiplication for one off-diagonal block is O(p̄ log(p̄)2).

5. Numerical Results

We consider the p-BEM for V φ = log(2)
2 on Γ = ∂Ω, where Ω is the L-shaped

domain [−1, 1] × [−1, 1] \ [−1, 0] × [−1, 0] and the boundary is split into 8 ele-
ments. For the diagonal blocks we use η = 1 and a minimum block size of d = 16.
Figure 1 shows the energy errors and the required storage for the full system
and the compressed one. We see that the original rate of convergence is main-
tained. Furthermore, the size of the compressed matrix behaves asymptotically
like O(p log(p)2). Computation times can be seen in Figure 2. In order to search
for pivot elements for the off-diagonal blocks, we have to assemble the full block
first. Thus, the computational time for the assembly of the off-diagonal blocks
is proportional to the assembly time for the full system. For the other matrix
blocks and for the matrix vector multiplication with the compressed matrix, the
computational times behave like N log(N).

Markus Bantle, Stefan Funken

University of Ulm

markus.bantle@uni − ulm.de, stefan.funken@uni − ulm.de
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Frequency-independent approximation of integral formulations of
Helmholtz boundary value problems

M. Bebendorf

(joint work with R. Venn)

We present recent numerical techniques for the treatment of integral formu-
lations of Helmholtz boundary value problems in the case of high frequencies.
The combination of H2-matrices with recent developments of the adaptive cross
approximation allows to solve such problems with logarithmic-linear complexity
independent of the frequency. An advantage of this new approach over existing
techniques such as fast multipole methods is its stability over the whole range of
frequencies, whereas other methods are efficient either for low or high frequencies.
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Comparison of two Fast Multipole Accelerated BEMs for 3D
elastodynamic problems in semi-infinite media

S. Chaillat

(joint work with M. Bonnet)

This contribution is concerned with the development of the Fast Multipole
accelerated Boundary Element Method (FM-BEM) to simulate the propagation
of elastic waves in semi-infinite media. In [1], we previously developed a FM-
BEM based on the elastic full-space fundamental solution. This method has been
shown to be very efficient to simulate elastic wave in semi-infinite media, but
nevertheless suffers from the drawback of requiring a discretization of the free
surface. In practice, the free-surface was truncated at a chosen radius ”large
enough” for achieving a good accuracy in the target domain of study. A large
number of BEM degrees of freedom (DOFs) was thus required on the free-surface
for the sole purpose of enforcing the traction-free boundary condition.

To avoid the truncation issue, one can use fundamental solutions that intrinsi-
cally satisfies a traction-free boundary condition on the free-surface. This formu-
lation thus reduces the overall size of the BE model since the free-surface no longer
requires discretization. The derivation and implementation of the corresponding
fundamental solution [3] are involved. In particular, unlike its full-space counter-
part, the half-space fundamental solution cannot be expressed in terms of simpler
kernels (e.g. Laplace or Helmholtz fundamental solutions) having already-known
multipole expansions. Multipole expansions of the elastic half-space fundamental
solution thus cannot be obtained in a simple way.

In [2], we have proposed an expansion of the elastic half-space fundamental so-
lution in a form which achieves the separation of variables required by the FMM.
The approach has been shown, by means of empirically-obtained complexity es-
timates and other numerical experiments, to possess the attributes required for
a fast BEM, namely substantial acceleration and the ability to perform on large
BE models. In this communication, we present a new FM-BEM based on this
treatment of the half-space fundamental solution. The accuracy of this new FM-
BEM (which does not require meshing the free surface) is compared to that of
the FM-BEM based on the elastic full-space fundamental solutions (which does
require meshing the free surface). Moreover, the numerical efficiency of both ap-
proaches is compared on seismology-oriented examples such as the scattering of
plane waves by a cavity embedded in an elastic half-space, using the same mesh for
the latter. Despite the additional computational effort required by the evaluation
of the proposed FM-capable form of the half-space fundamental solution (relative
to that of the diagonal-form expansion of the full-space fundamental solution),
the new approach is shown to reduce several-fold the overall analysis time, thus
establishing the overall benefit brought by removing the free-surface mesh.

Keywords: Fast Multipole Method, Elastodynamics, Half-space problems
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Using fast tree methods and GPU hardware for protein electrostatics

Christopher Cooper

(joint work with Lorena A. Barba)

Biomolecular systems usually consist of proteins in ionic solutions. These can be
modeled by continuum approximations that result in a coupled system of Poisson
and Poisson-Boltzmann equations. A molecular surface is defined via solvent-
accessible areas, and the system of equations expressed in the integral formulation
can be solved with a boundary element method (BEM) [2]. We have developed a
BEM application of this problem that uses a fast tree algorithm [1] and accelerator
hardware (GPUs). The method scales as O(N log N), is memory-efficient and fast,
and was validated with standard benchmarks [3]. It also maintains a Python
interfaces with the user, for easy adoption. We now present an extension able to
solve problems with multiple interfaces, making it applicable to realistic biological
situations involving many proteins in a system.

Keywords: Integral equations, BEM, treecode, multipole methods, molecular
electrostatics, GPU
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A coupled finite element – hierarchical boundary element method
based on Green’s functions for a horizontally layered halfspace

Pieter Coulier

(joint work with Stijn François, Geert Lombaert, Geert Degrande)

This paper discusses the coupling of finite elements and hierarchical boundary el-
ements to solve problems of three–dimensional elastodynamic wave propagation
involving dynamic soil–structure interaction. Green’s functions for a layered half-
space are incorporated in the hierarchical boundary element formulation, avoiding
the necessity to mesh the free surface and the layer interfaces. Both direct and
iterative coupling schemes are presented; special attention is paid to an optimized
interface relaxation technique in the iterative solution procedure in order to ensure
and/or speed up the convergence.

Keywords: boundary element method; elastodynamics; H –matrices; halfspace
Green’s functions; finite element – boundary element coupling; interface relaxation.

1. Introduction

The numerical prediction of three–dimensional (3D) elastodynamic wave prop-
agation in a stratified halfspace arises in a variety of problems, such as the sim-
ulation of seismic site effects [?], the modelling of railway induced vibrations [?]
and other applications involving dynamic soil–structure interaction (SSI) [?]. A
subdomain approach is often introduced in computational models, where distinct
numerical methods are used for different subdomains. A well–known methodol-
ogy is the coupled finite element – boundary element (FE–BE) approach, which
combines the flexibility offered by the FE method to model complex geometries
with the possibility to take the radiation of waves towards infinity into account by
means of the BE method.

The applicability of classical BE formulations to large scale problems is hin-
dered, however, due to stringent memory and CPU requirement resulting from
the dense, fully populated unsymmetric matrices arising in the formulation. This
has led to the development of fast BE methods to improve the computational ef-
ficiency, including the fast multipole method (FMM) [2] and methods based on
hierarchical matrices (H –matrices) [3]. Recently, a H -BE method for visco–
elastodynamics based on Green’s functions for a horizontally layered halfspace has
been presented [?]. These Green’s functions are computed by means of the direct
stiffness method [4], as no closed form analytical expressions are available; their
application avoids meshing of the free surface and the layer interfaces.

The coupling of FE and H -BE models for the solution of dynamic SSI prob-
lems is more involved than in case of classical BE formulations. The aim of this
paper is therefore to discuss different FE–H -BE coupling procedures and to as-
sess their computational performance; all models are formulated in the frequency
domain. The text is organized as follows. Sections 2 and 3 briefly summarize
the governing equations of the FE and H -BE method, respectively. A direct and
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iterative coupling strategy are introduced in section 4, while a numerical example
is investigated in section 5.

2. Finite element formulation

Finite element equilibrium equations of a domain Ω can be obtained by intro-
ducing a FE discretization in the weak variational formulation of the equilibrium of
Ω, and by subsequently applying a Galerkin procedure. This provides the following
set of equations [?]:

(1)
[
K + iωC− ω2M

]
û(ω) = f̂(ω) + f̂

s
(ω)

where a hat above a variable denotes its representation in the frequency domain.
û(ω) collects the nodal degrees of freedom, while K, C and M are the frequency
independent stiffness, damping and mass matrices. The bracketed term on the left
hand side of equation (1) is identified as the dynamic stiffness matrix K̂(ω). The

force vectors f̂(ω) and f̂
s
(ω) result from external forces and an incident wavefield

on Ω, respectively. Adequate solvers which account for the sparsity and symmetry
of the system can be employed to solve the system of equations (1).

3. Hierarchical boundary element formulation

The BE method is based on the discretization of the boundary Σ of a domain
Ω with an appropriate number of boundary elements in order to numerically solve
a (regularized) boundary integral equation. The method leads to a reduction of
the spatial problem dimension (i.e. surface instead of volume discretization), but
the storage of the resulting BE collocation matrices requires a quadratic amount
of memory with respect to the number of degrees of freedom NDOF. The use of
H –matrices provides an elegant way to treat fully populated matrices with almost
linear complexity [?], as they approximate the original matrices (with an arbitrary
prescribed accuracy) by means of data–sparse, memory–efficient representations.
The construction of H –matrices is based on the identification of admissible and
inadmissible hierarchical cluster pairs in the BE mesh; the reader is referred to
references [3, ?, ?] for a detailed description of the methodology.

For an unbounded domain, the displacements û(ω) and tractions t̂(ω) at the
collocation points are in the H -BE method related as follows:

(2)
(
T̂H (ω) + I

)
û(ω) = ÛH (ω)t̂(ω)

where T̂H (ω) and ÛH (ω) are hierarchical representations of the BE collocation
matrices. Throughout this paper, Green’s functions for a horizontally layered
halfspace are employed in the BE formulation [?]. Equation (2) can be rewritten
as:

(3) ÂH (ω)x̂(ω) = b̂(ω)

where the vector of unknowns x̂(ω) contains displacements, tractions or both,
depending on whether a Neumann, Dirichlet or mixed Neumann–Dirichlet problem
is considered, respectively. In order to solve equation (3), iterative Krylov subspace
methods such as the generalized minimal residual method (GMRES) [?] are well
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suited. The matrix–vector multiplication forms the core of iterative solvers, and
the complexity of this operation is only O(NDOF log NDOF) for H –matrices [?].

As will become clear in section 4, equation (3) has to be solved multiple times
with a varying right hand side b̂(ω) in FE–BE coupling algorithms, and the imple-
mentation of a suitable preconditioner is therefore desirable to reduce the compu-
tation time. A right preconditioner M̂(ω) is used throughout this paper in order
to lower the condition number of the coefficient matrix:

(4) ÂH (ω)M̂−1(ω)ŷ(ω) = b̂(ω)

with M̂(ω)x̂(ω) = ŷ(ω). An example of an efficient preconditioner is the approx-
imate H –LU decomposition proposed in [?]; its computation requires, however,
additional arithmetic operations. A much simpler strategy is applied in this paper,

using a block diagonal preconditioner M̂(ω) = blkdiag
(
ÂH (ω)

)
, where the size

of the diagonal blocks is determined by the lowest hierarchical cluster level. An
inner GMRES solver is applied to solve the preconditioning linear systems, result-
ing in a nested inner–outer iteration scheme. Furthermore, the flexible GMRES
(FGMRES) algorithm [?] is employed for the outer iteration in order to avoid

the explicit application of M̂−1(ω) to the Krylov vectors. As M̂(ω) is already
computed and stored, the proposed approach is very cheap in terms of computa-
tional resources. A similar preconditioning strategy has recently been adopted by
Chaillat et al. for the acceleration of FMM calculations [?].

4. FE – H -BE coupling procedures

Without loss of generality, it is assumed in the following that finite elements
are used to model the structural domain, while boundary elements are employed
to model wave propagation in the layered halfspace. The soil–structure interface
is denoted as Σ. An appropriate coupling of both methods is required to solve the
global problem.

4.1. Direct coupling. In a classical direct coupling strategy [6], the govern-
ing equations of the FE and BE subdomain are straightforwardly combined, ac-
counting for continuity of displacements and equilibrium of tractions at the soil–
structure interface Σ. This results in a global coupled system of equations:

(5)

([
K̂11(ω) K̂12(ω)
K̂21(ω) K̂22(ω)

]
+

[
0 0
0 K̂s

22(ω)

]){
û1(ω)
û2(ω)

}

=

{
f̂1(ω)
f̂2(ω)

}
+

{
0

f̂
s

2(ω)

}

where a subdivision into block matrices according to degrees of freedom û2(ω)
on the soil–structure interface Σ and degrees of freedom û1(ω) internally in the
structural domain is introduced. K̂s

22(ω) represents the dynamic soil stiffness
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matrix and is defined as:

(6) K̂s
22(ω) =

∫

Σ
NT(x)N(x)t̂(N(x))(ω) dS

where N(x) indicates the FE shape functions on the soil–structure interface Σ,
corresponding to the BE interpolation functions.

Although equation (5) provides a straightforward solution to the dynamic SSI
problem, it suffers from some major drawbacks. Equation (6) requires the evalu-
ation of tractions t̂(N(x))(ω) by means of the H -BE method, which implies that
equation (3) has to be solved for multiple right hand sides (i.e. for all shape func-
tions N(x) on Σ); the implemented FGMRES algorithm is only able to handle
one right hand side at a time. Furthermore, addition of the dense unsymmet-
ric dynamic soil stiffness matrix K̂s

22(ω) to K̂(ω) strongly reduces the sparsity
of the system, reducing the efficiency of sparse finite element solvers applied to
equation (5).

4.2. Iterative coupling. Iterative coupling procedures provide a valuable alter-
native to the direct strategy outlined in the previous subsection. The governing
equations are solved separately for each subdomain in such an approach, while the
boundary conditions at the soil–structure interface are updated until convergence
is achieved. Although iterative schemes are often used for dynamic SSI problems
in the time domain [7], their application in the frequency domain remains rather
limited, mainly due to convergence difficulties [?].

In the present paper, a sequential Neumann–Dirichlet algorithm with interface
relaxation is considered. At iteration step k of the procedure, the finite element
subdomain is analyzed with Neumann boundary conditions at the soil–structure
interface Σ:

(7)

[
K̂11(ω) K̂12(ω)
K̂21(ω) K̂22(ω)

]{
û(k)

1 (ω)

û(k)
2 (ω)

}
=

{
f̂1(ω)
f̂2(ω)

}
+

{
0

f̂
s

2(ω)

}
+

{
0

q̂(k)(ω)

}

where q̂(k)(ω) denotes the soil–structure interaction forces. Solving equation (7)
by means of a standard finite element solver provides the internal and interface dis-

placements û(k)
1 (ω) and û(k)

2 (ω). The latter are subsequently imposed as Dirichlet
boundary conditions on the boundary element subdomain, allowing to solve the

preconditioned system of equations (4) for the interface tractions t̂
(k)

(ω) using the
FGMRES solver. These tractions are used to calculate equivalent nodal forces
q̂(k+λ)(ω):

(8) q̂(k+λ)(ω) =

∫

Σ
NT(x)N(x)t̂

(k)
(ω) dS

The interaction forces are finally relaxed using a relaxation parameter λ(k):

(9) q̂(k+1)(ω) = λ(k)q̂(k+λ)(ω) + (1− λ(k))q̂(k)(ω)
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Once the relaxed interaction forces q̂(k+1)(ω) are computed, a subsequent step
in the iterative procedure is performed until convergence is obtained; a relative
accuracy for both displacements and interaction forces is prescribed.

The choice of a suitable relaxation parameter λ(k) in equation (9) is of great
importance in order to ensure and/or speed up the convergence of the iterative al-
gorithm. In this paper, Aitken’s ∆2–method [?] is employed for the determination
of an optimized relaxation parameter λ(k) [7]:

(10) λ(k) = 1− µ(k)

where the Aitken factor µ(k) is defined as:

(11) µ(k) = µ(k−1) +
(
µ(k−1) − 1

)
(
∆q̂(k−1)(ω)−∆q̂(k)(ω)

)T
∆q̂(k)(ω)

||∆q̂(k−1)(ω)−∆q̂(k)(ω)||2

with µ(0) = 0 and ∆q̂(k)(ω) = q̂(k−1)(ω)− q̂(k+λ)(ω).
In order to further accelerate the convergence, the relaxed interaction forces

obtained in iteration k can, after conversion into tractions, be used as an initial
guess in the FGMRES algorithm in iteration k + 1. Furthermore, if a loop with a
sufficiently fine frequency sampling is considered, the converged solution at a par-
ticular frequency can be passed as an initial guess for the first FGMRES iteration
at the subsequent frequency.

5. Numerical example: flexible surface foundation on a
horizontally layered halfspace

A flexible square surface foundation resting on a horizontally layered halfspace
is considered in this section. The foundation has dimensions 5 m × 5 m × 0.25 m
and consists of concrete with a Young’s modulus E = 33 GPa, a Poisson’s ratio
ν = 0.20, and a density ρ = 2500 kg/m3. Rayleigh damping is assumed, allowing
to write the proportional damping matrix as C = αM + βK. A modal damping
ratio ξ = 0.03 is attributed to the first two non rigid body modes.

The soil consists of two layers on a halfspace, each with a thickness of 2 m.
The shear wave velocity Cs is equal to 150 m/s in the top layer, 250 m/s in the
second layer, and 300 m/s in the underlying halfspace. The Poisson’s ratio ν is 1/3
everywhere, resulting in dilatational wave velocities Cp of 300 m/s, 500 m/s, and
600 m/s, respectively. Material damping ratios βs = βp = 0.025 in both deviatoric
and volumetric deformation are attributed to the layers and the halfspace, while
a uniform density ρ = 1800 kg/m3 is considered throughout the medium.

The foundation is discretized by means of 30 × 30 equally sized shell elements
based on Kirchhoff plate theory, which are coupled to a conforming BE mesh
for the soil. A nodal collocation scheme is used for the latter to facilitate the
FE–BE coupling. Up to nine elements per minimal shear wavelength λs = Cs/f
are provided at the maximum frequency of 100 Hz (determined by the shear wave
velocity of the top layer).
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The foundation is excited by a unit harmonic vertical point load applied at its
center, within a frequency range between 0 Hz and 100 Hz. A frequency sampling
of 1 Hz is used. Figure 1 shows the real and imaginary part of the vertical dis-
placement ûz(x, ω) at the center of the foundation, calculated with the direct and
iterative coupling procedure, respectively. A perfect agreement between the results
of both methods can be observed, but the computation effort is significantly higher
in the direct than in the iterative approach. The latter does not allow, however,
to determine the static solution, as application of Neumann boundary conditions
to the unconstrained structure results in a singularity of the FE equations. For
this reason, the frequency sweep is performed from high to low frequencies.
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Figure 1. (a) Real and (b) imaginary part of the vertical dis-
placement ûz(x, ω) at the center of the foundation excited by a
unit harmonic vertical point load. The solution of the direct cou-
pling strategy (black dashed line) is compared to the solution of
the iterative coupling procedure (grey solid line).

The integral representation theorem subsequently allows for the computation
of the radiated wavefield in the soil from the displacements and tractions on the
boundary. Figures 2a and 2b show the vertical displacement of the foundation and
the surrounding soil at 25 Hz and 100 Hz, respectively. It is clearly visible that the
wave fronts at the surface of the soil are at 100 Hz no longer cylindrical due to the
dynamic interaction between the foundation and the soil.

The benefit of using the result from a previous iteration as initial guess in the
FGMRES solver is illustrated in figure 3, by showing the number of iterations
required in the FGMRES solver in function of the frequency and the iteration step
k in the iterative algorithm. Figure 3b demonstrates that applying the solution
obtained in step k as initial guess in step k + 1 strongly decreases the number of
iterations in the FGMRES solver required in subsequent iteration steps, while this
number remains almost constant in case no initial guess is used as in figure 3a.
Furthermore, passing the converged solution at a particular frequency as initial
guess for the first FGMRES iteration at the subsequent frequency is also advan-
tageous, resulting in a lower number of iteration steps in the iterative algorithm.
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Figure 2. Real part of the vertical displacement ûz(x, ω) of the
foundation and the soil at (a) 25 Hz and (b) 100 Hz.

Peaks in figures 3a and 3b at 40 Hz and 62 Hz correspond to natural frequencies
of the foundation.
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Figure 3. Number of iterations in the FGMRES solver in func-
tion of the frequency and the iteration step k in the iterative
algorithm (a) in case no initial guess is used and (b) in case the
result from a previous iteration is used as initial guess.

Numerical simulations have also demonstrated that application of the optimized
interface relaxation presented in subsection 4.2 is crucial in order to ensure conver-
gence in the iterative algorithm. No convergence could be obtained in case a fixed
value was attributed to the relaxation parameter λ (where several values between
0 and 1 have been considered), in the whole frequency range under concern.

6. Conclusion

In this paper, the coupling of FE and H -BE models to solve problems involv-
ing dynamic SSI has been discussed. Green’s functions for a layered halfspace are
incorporated in the H -BE approach, avoiding the necessity to mesh the free sur-
face and the layer interfaces. First, a direct coupling strategy has been considered,
where a global coupled system of equations is assembled and solved. This requires
the computation of the dynamic soil stiffness matrix, which is inefficient due to the
fact that the H -BE equations have to be solved many times. Second, an itera-
tive sequential Neumann–Dirichlet procedure was introduced, where the governing



30 January 9–11, Santiago de Chile

equations are solved separately for each subdomain, while the boundary conditions
at the soil–structure interface are updated until convergence is achieved. A proper
interface relaxation parameter is determined in each step by means of Aitken’s
∆2–method to ensure and speed up the convergence of this iterative procedure.
Providing a thoughtful initial guess in the FGMRES algorithm results in further
acceleration.
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On the Displacement Discontinuity Method

Steven L. Crouch

(joint work with John A. L. Napier)

Since its introduction nearly 40 years ago, the displacement discontinuity method
has been enhanced and refined by a number of researchers and used to tackle a
variety of problems in applied mechanics. Several variants of the basic approach
have been devised to deal with applications ranging from design of underground
mine workings to simulation of crack propagation in brittle materials. This talk
gives an updated summary of the basic method, shows the connection between
its indirect and direct formulations, and presents a simplified treatment of the
relatively new Galerkin formulation of the method. Finally, some thoughts are
ventured on possible future developments and applications of the displacement
discontinuity method
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Direct BEM for high-resolution gravity field modelling of the Earth

Róbert Čunderĺık

(joint work with Róbert Špir, Karol Mikula)

We present a high-resolution gravity field modelling of the Earth using the
boundary element method (BEM). A direct BEM formulation for the Laplace
equation is applied to get a numerical solution to the geodetic boundary-value
problem (GBVP) [2, 5]. GBVP represents an exterior oblique derivative problem
for the Laplace equation. Our numerical scheme uses the collocation with linear
basis functions. It involves a triangulated discretization of the Earth’s surface as
our computational domain considering its complicated topography. The oblique
derivative problem is treated by a decomposition of the gradient of the unknown
disturbing potential into its normal and tangential components [4].

With respect to a giant size of the Earth and in order to get accuracy as high
as possible, a parallelization of the algorithm including the BiCGSTAB iterative
solver is implemented by the MPI subroutines [1]. To eliminate the far zones’
interactions we present an iterative procedure, where the matrix components cor-
responding to far zones are multiplied by a solution obtained from the previous
iteration [3]. In the first iteration, solutions on coarse grids or from known satellite-
only geopotential models can be incorporated. Such an iterative approach reduces
large memory requirements similarly as the fast multipole method although the
CPU time consumptions remain almost unchanged in each iteration.

Numerical experiments deal with global as well as local gravity field modelling.
The final global quasigeoid model with the resolution 0.075 deg (5,760,002 nodes)
is compared with the EGM-2008 geopotential model, which has been developed by
spherical harmonics up to degree 2160 and released by NGA and NASA [6]. We
also present local refinements in areas of Slovakia and New Zealand, where we have
at disposal original terrestrial gravimetric measurements. The GPS/Levelling test
of the obtained local quasigeoid models indicates their accuracy.

Keywords: Direct BEM formulation, collocation with linear basis functions,
oblique derivative in 3D, iterative elimination of far zones’ interactions, global
and local gravity field modelling
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A posteriori error estimation for a hypersingular integral equation and
non-conforming domain decomposition

Catalina Doḿınguez

(joint work with Norbert Heuer)

In this work we establish a two-level a posteriori error estimate for the solu-
tion of the hypersingular boundary integral equation governing the Laplacian in
three dimensions, discretized by a non-conforming domain decomposition based
on the Nitsche technique [2]. Using the energy norm and a saturation assumption,
reliability and efficiency can be established for the error estimator. The energy
norm for boundary elements is non-local and not suitable for steering adaptive re-
finements. Using localization techniques, we therefore present an error estimator
based on the L2-norm instead of the energy norm.

Theoretical techniques are similar to [3, 1], and are extended to the non-
conforming case by taking ideas from [4].

Numerical experiments underline our theoretical results.

Support by FONDECYT project 1110324, CONICYT project Anillo ACT1118
(ANANUM) and DIDI, Universidad del Norte is gratefully acknowledged.
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Nitsche method, non-conforming boundary elements, adaptive algorithm.

Mathematics Subject Classifications (2000): 65N38

Catalina Domı́nguez

Universidad del Norte, Barranquilla, Colombia

dcatalina@uninorte.edu.co

Norbert Heuer
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On a consistent, mixed variational boundary element formulation for
strain gradient elasticity

Ney A. Dumont

(joint work with Daniel Huamán )

1. Introduction

The mathematical modeling of microdevices, in which structure and microstruc-
ture have approximately the same scale of magnitude, as well as of macrostructures
of markedly granular or crystal nature (microcomposites), demands a nonlocal
approach for strains and stresses [11, 4, 7]. Mindlin’s works in the 1960s may be
accounted the basis of the strain gradient theory [9, 10]. It has recently become the
subject of a large number of analytical and experimental investigations motivated
by the development of new structural materials. Starting in the 1990s, Aifantis
and coworkers [1] managed to develop a simplified strain gradient theory based
on only one additional elasticity constant, which opened up a series of interesting
practical applications [11]. Since Toupin and Mindlin’s time, investigations have
been under development to establish the variational basis of the theory and to
formulate equilibrium and kinematic boundary conditions consistently [2, 6].

Although the conceptual developments have already been extended to the frequency-
domain analysis of time-dependent problems [7], the present outline is restricted to
the static analysis, which actually involves the most relevant concepts. A compre-
hensive manuscript is being prepared, in which Aifantis’ proposition is numerically
implemented in a variationally consistent framework, generalized patch tests are
carried out and several spectral properties of the resulting matrices are assessed.

2. Problem Formulation

Throughout this paper, repeated indices stand for summation and ( ),i denotes
a derivative with respect to the i-th direction. Following equations are given by
Aifantis as a development of Mindlin’s work:

(1) εij = εij + cε∇2εij ; σij = σij + cσ∇2σij ; σij = λεkkδij + 2µεij

where, quoting [1], “(σij , εij) denote the stress and strain tensors for elastic de-
formation. The quantities (λ, µ) are the usual Lamé constants. The gradient
coefficients c’s are new phenomenological coefficients. . . . (In fact, the simplest
form of gradient elasticity theory corresponds to the case cσ = 0).”

2.1. Approximate domain stress field. The stresses are approximated in the
domain Ω of a generic three-dimensional elastic body by the Cauchy stress τs

ij =
τ∗ij + τp

ij and the double stress µs
kij = µ∗

kij + µp
kij . The superscript ( )s stands

for stress assumption. ( )∗ and ( )p stand respectively for the homogeneous and a
particular solution of the differential equilibrium equation

(2) σs
ji,j + fi = 0 in Ω
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defined in terms of the tensor of total stresses σs
ij = τs

ij − µs
kij,k, where τs

ij is
the Cauchy stress tensor and µs

kij,k is the “couple” stress tensor. σs
ij , τs

ij and
µs

kij are symmetric with respect to i and j. This formulation corresponds to
a “Type II” description of three equivalent forms of the strain energy density
[10, 2]. The present notation is a simplified version of the notation proposed by
Mindlin and Eshel, with the equivalences τs

ij ≡ σs
ij and µs

kij ≡ µ̂kij . The strain

field corresponding to τs
ji is εs

ij = 1
2 (us

i,j + us
j,i) ≡ εij , and the strain gradient

corresponding to µs
kji is 1

2 (us
i,jk + us

j,ik) = κ̂kij . As for the rest of the paper,
Mindlin’s notation is followed as closely as possible, with just a few exceptions.

According to Aifantis’ proposition, µs
kij = g2τs

ij,k, where g2 is the “material
characteristic length” . The homogeneous part τ∗ij of τs

ij is approximated in Ω, in
the frame of the present variational formulation, by the sum of a sufficiently large
number of “fundamental solutions” ,

(3) τ∗ij = τ∗ijmp∗m ⇒ µ∗
kij = µ∗

kijmp∗m in Ω

such that (2) is satisfied. The set of n∗ parameters p∗m are, together with the
nodal displacement parameters of the next Section, the problem’s primary un-
knowns. Fundamental solutions τ∗ijm are known in the literature for truss, beam
and boundary elements, in general, and for some specific finite elements [2]. Gen-
eral solutions for 2D and 3D finite elements have been developed by the authors
[4, 7].

2.2. Approximate boundary displacement field. As proposed by Mindlin,
the variation of the normal component njui,j of the displacement gradient is inde-
pendent from δui on the boundary, with double tractions Tij performing (virtual)
work on the normal gradient variation njnlδui,l ≡ δui,j− (δjl−njnl)δui,l along Γ.
In this equation, ni are the Cartesian projections of the outward unit normal to Γ
and δjl is the Kronecker delta. A mechanical interpretation of the non-symmetric
tensor Tij , including its correlation with the Cosserat couple-stress vector, is given
by Mindlin [9].

The displacements are approximated on Γ by a field ud
i (where ( )d stands for

displacement assumption) that satisfies the required boundary continuity condi-
tions. A normal gradient field qd

i must be postulated on Γ independently from
ud

i,jnj, also satisfying interelement compatibility. Then,

(4) ud
i = uindn; qd

i = qinqn on Γ

for the 3D geometry of Γ described in terms of boundary parametric variables
(ξ, η), where uin and qin are interpolation functions of a total of nd parameters dn

and qn (not to be confounded with qi). These parameters are – together with p∗m
of (14) – the primary unknowns of the variational problem.

3. The Hellinger-Reissner potential applied to gradient elasticity

The Hellinger-Reissner potential is split up into two virtual work principles
in order to clarify the conceptual aspects affected by the gradient elasticity [4].
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One starts by stating the two-field assumptions necessary to develop all matrix
equations in terms of stress and displacement parameters.

3.1. Displacement virtual work for equilibrium checking. Except for the
last term, the following statement is found in similar form in several displacement-
based developments on gradient elasticity as δW int = δW ext [10, 2]. However, in
the present context, δus

i 2= δud
i on Γ, according to the numerical approximations

proposed above, besides the fact that ud
i is not defined in Ω. Equilibrium of the

stress field is weakly enforced by means of the displacement virtual work statement

(5)

∫

Ω

(
τs
jiδu

d
i,j +µs

kjiδu
d
i,jk

)
dΩ=

∫

Ω
fiδu

d
i dΩ+

∫

Γ

(
Piδu

d
i +Riδq

d
i +Qisδu

d
i,s

)
dΓ

where fi and Pi are classical body forces and boundary tractions, respectively,
which perform virtual work on displacements, as indicated, whereas Ri and Qis

are normal and tangential double tractions. The subscript s refers to the natural
coordinates (ξ, η) that describe the boundary surface of a 3D problem. Ri =
Tjinj = µkjinknj performs virtual work on normal displacement gradients δqi ≡
nlδui,l. In (5), one resorts to the tangential double tractions Qis, which perform
virtual work on tangential displacement gradients δud

i,s, in a way that is apparently

new in the technical literature1. This term is also not shown in Reference [4]
and has only turned out as a required force component after a sequence of patch
and convergence tests. Its meaning may be inferred in the following equation.
The boundary integrals are expressed as if plain Neumann conditions are applied.
However, (5) is consistent and general, as δud

i = 0 and δqd
i = 0 wherever ud

i and
qd
i are prescribed in a numerical problem, with corresponding classical or double

boundary forces interpreted as reaction forces.
Integrating by parts the terms at the left-hand side of (5) and applying the

divergence theorem, it results after some manipulation

(6)

∫

Γ

[(
σs

jinj−Pi

)
δud

i +
(
µs

kjinknj−Ri

)
δqd

i +
(
µs

kjink|J |−2 t̃js−Qis

)
δud

i,s

]
dΓ=0

The term |J |−2t̃jsδud
i,s ≡ (δjl − njnl) δud

i,l makes evident that ud
i is a function of

(ξ, η) on Γ [3]. To arrive at this equation, the boundary tangent vectors are defined
in terms of uin ≡ uin(ξ, η) in (4):

(7) u = [∂x/∂ξ ∂y/∂ξ ∂z/∂ξ]T; v = [∂x/∂η ∂y/∂η ∂z/∂η]T

1There is some confusion in the literature on the denomination of Tij and Ri, as both are
usually referred to as double tractions. In this paper, the qualificative normal is used for the latter.
The static action referred to by Mindlin as Tji shall not be used in the subsequent developments.
In general, the notation proposed by [9] is followed as closely as possible, with the only flagrant
exception that lower case is used for the body forces fi in order to be consistent with previous
developments in the classical elasticity. Moreover, one resorts to the tangential double tractions
Qis proposed by Mindlin, which perform virtual work on tangential displacement gradients δud

i,s,

although in a way that is apparently new in the technical literature.
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For |J |2 = |u× v| and introducing the matrices t = [u v] and t⊥ = [v −u], it
results that

(8) δjl − njnl = |J |−2tjrt
⊥
mrt

⊥
mstls

The indices r and s vary from 1 to 2, as they refer to ξ and η. In (6), δud
i,s

comes from tlsδud
i,l ≡ δud

i,s, where ( ),s denotes derivatives with respect to ξ and

η. According to (8), t̃js = tjrt⊥mrt
⊥
ms.

2 This development departs from the one
precluded by Mindlin [9] and followed by other researchers, as they were reasoning
in terms of a plain displacement formulation, which ends up requiring the compu-
tation of “jumping” terms (and boundary conditions that can be hardly grasped),
for a non-smooth boundary of a 3D problem. Remarkably, several authors show
numerical implementations that have become feasible only by artificially smooth-
ing the boundary around corner points. Three-dimensional implementations seem
to be extremely complicated in such a framework. The consistency and the ad-
vantages of the implementation given as in (6) are explored in the full manuscript.

3.2. Stress virtual work for displacement compatibility checking. The
second statement that comes from the Hellinger-Reissner potential may be ob-
tained by weakly enforcing compatibility of the displacements us

i and ud
i in terms

of the stress virtual work equation

(9)

∫

Ω

(
us

i,j − ud
i,j

)
δτ∗jidΩ +

∫

Ω

(
us

i,jk − ud
i,jk

)
δµ∗

kjidΩ = 0

Some manipulation, as done in the preceding Section, leads to the expression

(10)

∫

Γ
δσ∗

jinj

(
us

i − ud
i

)
dΓ +

∫

Γ
δµ∗

kjink

(
us

i,j − njq
d
i − |J |−2t̃jsu

d
i,s

)
dΓ = 0

4. Fundamental solution

4.1. Stress fundamental solution. The Cauchy stresses τs
ij , the double stresses

µs
kij and the total stresses σs

ij are approximated in Ω, according to (3), by the sum
of a sufficiently large number of “fundamental solutions” τ∗ijm plus a particular
solution:

τs
ij = τ∗ijmP ∗

m + τR
ij"R

∗
" + τp

ij ;(11)

µs
kij = µ∗

kijmP ∗
m + µR

kij"R
∗
" + µp

kij ;(12)

σs
ij = σ∗

ijmP ∗
m + σR

ij"R
∗
" + σp

ij(13)

The parameters P ∗
m and R∗

" are context-dependent in a general formulation, as
developed by the authors in the frame of a finite element implementation [3, 4,
5]. In the present case of use of singular fundamental solutions, the set of n∗

2It is possible to arrive at simpler expressions of (6) by using normalized expressions of t as
well as by referring to the surface length in the definition of Qis and δud

i,s, so that |J |−2 drops
out. However, the proposed expressions seem easier to grasp mechanically and more efficient in
terms of code writing. In the three-dimensional model, |J | ≡ |g|, where gαβ is the surface metric
tensor, according to the literature on differential geometry [8]. The product |J |−1t⊥mrt⊥ms is the
inverse of gαβ .
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parameters P ∗
m correspond to point forces applied along the boundary of the elastic

body. Moreover, a set of nR parameters R∗
" is added in order to provide a sufficient

number of equations to solve the boundary element problem. The parameters R∗
"

are point double tractions (couples) applied along the boundary, in such a way
that R∗

" δq" – as well as P ∗
mδum – has the meaning of mechanical work. The points

of application of P ∗
m and R∗

" correspond to singularities in the stress field and must
be excluded from the domain of interest of the elasticity problem under analysis.

The relation between the fundamental solutions σ∗
ijm and σR

ij" is elucidated in
Section 4.3 and discussed in detail in the full paper. The matrix derivation of (20)
is simplified if (11) is written in the compact notation of the classical elasticity, for

τ∗ijm, µ∗
kijm and σ∗

ijm standing for
〈
τ∗ijm τR

ij"

〉
,
〈
µ∗

kijm µR
kij"

〉
and

〈
σ∗

ijm σR
ij"

〉
,

respectively, and p∗m equivalent to 〈P ∗
m R∗

" 〉:

(14) τs
ij = τ∗ijmp∗m + τp

ij ; µs
kij = µ∗

kijmp∗m + µp
kij ; σs

ij = σ∗
ijmp∗m + σp

ij

P ∗
m and R∗

" are, together with the nodal displacement parameters of Section 2.2,
the primary unknowns of the problem one is about to formulate. Non-singular fun-
damental solutions τ∗ijm are known in the literature for truss, beam and boundary
elements, in general, and for some specific finite elements [2]. General non-singular
solutions for 2D and 3D finite elements have already been developed by [3, 4, 5].

4.2. Displacement fundamental solution. Displacement solutions us
i are ob-

tained from τs
ij , µs

kij in terms of the fundamental solutions of (3) and of the
particular solution τp

ij , µp
kij ,

(15) us
i = u∗

imP ∗
m + uR

i"R
∗
" + up

i + ur
i in Ω

which include a set ur
i of rigid-body displacements. This explicit expression of the

rigid body displacements may be omitted in the above equation with no conceptual
harm, as they are implicitly included as an arbitrary amount of the particular
solution up

i .
According to eq (15), a portion of the elastic body whose outward unit normal

is nj has as displacement gradient (ur
i,j 2= 0 in the case of rigid-body rotation):

(16) qs
i = nj

(
u∗

imP ∗
m + uR

i"R
∗
" + up

i + ur
i

)
,j

in Ω

4.3. A displacement-reciprocity assessment. In (11-16), the arguments of the
stress and displacement functions are omitted. In the case of displacements, for
instance, u∗

im ≡ u∗
i (y, P ∗

m(x) = 1) is the displacement caused by a unit force P ∗
m

applied at the point of coordinates x ≡ (xx, yx, zx) (the source point) and Cartesian
orientation m, as measured at the point of coordinates y ≡ (xy, yy, zy) (the field
point) and Cartesian orientation i. Accordingly, one adopts the convention that
uR

i" ≡ u∗
i (y, R∗

" (z) = 1) at z ≡ (xz , yz, zz). This is illustrated in Figure 1. Since the
director co-sine nj refers to an orientation at the field point, one way of avoiding
inconsistency in the following developments is to write (16) as

(17) q∗i = nj(y)
u∗

im,j(y)
P ∗

m + nj(y)
uR

i",j(y)
R∗
"
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
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Figure 1. Scheme for the displacement-reciprocity assessment.

The reciprocity of actions for P ∗
m(x) = 1 and R∗

" (z) = 1 can be stated as

(18) q∗" (z, P ∗
m(x) = 1) ≡ nk(z)

u∗
"m,k(z)

(reciprocity)
= u∗

m (x, R∗
" (z) = 1) ≡ uR

m"

Then, uR
m" = nk(z)

u∗
"m,k(z)

and (15) and (16) become, for the homogeneous part,

(19)
u∗

i = u∗
imP ∗

m + nk(z)
u∗
"i,k(z)

R∗
" ; q∗i = nj(y)

u∗
im,j(y)

P ∗
m + nj(y)

nk(z)
u∗
"i,k(z)j(y)

R∗
"

This fundamental solution is symmetric by definition. Observe the attempt to
keep notation consistency, reserving the indices i, j for the field point y, the index
m for the source point x at which the point force P ∗

m is applied, and - to the source
point z at which the (point) double force R∗

" is applied. Later on, the index n will
be used to characterize a measured nodal displacement whereas the index q will
be applied to a measured nodal displacement gradient. One way of keeping both
notation simplicity and consistency is to just use (19), where uR

i" = nk(z)
u∗
"i,k(z)

.

Moreover, observe that, according to Figure 1, ∂r(y − z)/ ∂z = − ∂r(y − z)/ ∂y
and u∗

"m,k(z)
≡ −u∗

"m,k(y)
.

5. Resultant matrix equations

As outlined in the full manuscript, numerical discretization of (6) and (10) in
terms of the assumed displacement and forces approximations (4), (11), (15) and
(16) leads to the matrix system

(20) HTp∗ = p− pp; F∗p∗ = Hd− b

for arbitrary variations δdn, δqn, δP ∗
m and δR∗

" . In the first equation above, HT

is an equilibrium matrix that relates the vectors of nodal forces p and pp to the
domain stress field parameters p∗. In the second equation, a symmetric flexibility
matrix F∗ transforms p∗ into equivalent nodal displacements that are compatible
with the transformed displacement vector Hd plus a displacement term b related
to the particular solution. The transformation matrices F∗ and H are explicitly
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expressed as:
(21)

F∗ =





∫
Γ

(
σ∗

jimnju∗
in + µ∗

kjimnku∗
in,j

)
dΓ

∫
Γ

(
σ∗

jimnjuR
i" + µ∗

kjimnkuR
i",j

)
dΓ

∫
Γ

(
σR

jiqnju∗
in + µR

kjiqnku∗
in,j

)
dΓ

∫
Γ

(
σR

jiqnjuR
i" + µR

kjiqnkuR
i",j

)
dΓ





(22) H =





∫
Γ

(
σ∗

jimnjuin + µ∗
kjimnk|J |−2t̃jsuin,s

)
dΓ

∫
Γ µ∗

kjimnknjqi"dΓ

∫
Γ

(
σR

jiqnjuin + µR
kjiqnk|J |−2t̃jsuin,s

)
dΓ

∫
Γ µR

kjiqnknjqi"dΓ





Although the displacement fundamental solution u∗
in is non-singular in the strain

gradient elasticity (for g 2= 0), there are several cases of singularity and hyper-
singularity to be dealt with in the evaluation of F∗ and H. On the other hand,
the time-consuming evaluation of F∗ can be circumvented in the framework of a
simplified formulation that lets go of the variational strictness of the method [7].
The simpler case of Neumann boundary conditions, in which only H is needed, has
been implemented for two-dimensional problems with linear, quadratic and cubic
elements, and the spectral properties investigated, as a rigid-body rotation, for
instance, contains displacement gradients that correspond to zero applied forces.
Several patch tests have been also carried out in order to assess the consistency of
the formulation.

6. Conclusions

This paper presents a concise hybrid boundary element formulation of gradi-
ent elasticity problems based on two virtual work principles that stem from the
Hellinger-Reissner potential. The most important contribution seems to be the
evidence that the proposed hybrid formulation naturally approximates normal
displacement gradients along Γ independently from displacements, which would
improve Mindlin’s [10] pioneer proposition. As shown in the full manuscript under
preparation, a series of simple patch tests is being developed to check consistency
and the correlation between local and global physical quantities, so that meaning-
ful non-classical boundary conditions can be established.
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Extended Boundary Integral Equation Method For Fracture Analysis
In Magnetoelectroelastic Media

CuiYing Fan

(joint work with Minghao Zhao, Ernian Pan, Guoning Liu)

Using the hyper-singular boundary integral equation in 3D transversely isotropic
magnetoelectroelastic (MEE) media, the near crack tip fields and the intensity fac-
tors in terms of the extended displacement discontinuities are derived by bound-
ary integral equation approach. The influence of different electric and magnetic
boundary conditions, i.e., electrically and magnetically impermeable and perme-
able conditions, electrically impermeable and magnetically permeable condition,
and electrically permeable and magnetically impermeable condition, on the so-
lutions is studied. Considering both the electric and magnetic yielding near the
crack tip in MEE media, the nonlinear models of plannar electricmagnetic polariza-
tion saturation (PEMPS) model and plannar electricmagnetic breakdown (PEMB)
model are both studied by using the extended boundary integral equation method.

Keywords: MEE medium, PEMPS model, PEMB model, extended displacement
discontinuity, boundary integral equation, extended stress intensity factor
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Quasi-optimal adaptive BEM

Michael Feischl

(joint work with Thomas Führer, Michael Karkulik, Dirk Praetorius)

There are two main reasons to use a posteriori error estimation in finite and
boundary element methods: First, to check whether a computed solution is accu-
rate enough. Second, if it is not, to find out where to refine the mesh to obtain
the optimal improvement in accuracy. The latter leads immediately to the idea of
the following adaptive feedback loop

solve −→ estimate −→ mark −→ refine(1)

where the computed solution is checked for accuracy and then improved by mark-
ing elements with big error contributions and by refining at least these elements
to obtain an improved mesh. Hereafter, the index - indicates the iteration index
in the adaptive loop of (1).

The usual observation is that the improvement compared to uniform mesh-
refinement is vast in terms of error versus degrees of freedom, see also Figure 1
below for some typical model problem of 2D BEM. This is due to singularities of
the given data and/or the (unknown) solution which lead to suboptimal conver-
gence rates if the meshes are refined uniformly. However, besides these empirical
observations, two important questions arise from a mathematical point of view:

(i) Convergence? Since the mesh-size does not necessarily tend to zero ev-
erywhere in Ω, it is far from obvious that the approximate solutions Φ"

converge towards the exact solution φ as -→∞.
(ii) Speed of convergence? Empirically, adaptive schemes recover the optimal

convergence rate even in the presence of singularities. For adaptive FEM,
mathematical explanations for this observation are available, see e.g. [4].
Unfortunately, the contemporary FEM proofs cannot be directly trans-
ferred to adaptive BEM, as the non-locality of the involved operators and
norms leads to severe technicalities.

The following sections state the model problem, clarify the adaptive algorithm (1),
and give positive answers to both (i) and (ii). Moreover, we shall give a short
overview on the current state of research.

1. Model problem & state of the art

With V and K being the simple-layer and double-layer potential of the 2D or
3D Laplacian, we consider the weakly singular integral equation

V φ = (1/2 + K)g on Γ(2)

for some given Dirichlet data g ∈ H1/2(Γ). Here, Γ = ∂Ω is the boundary of a
polygonal Lipschitz domain Ω ⊂ Rd for d = 2, 3. For d = 2, we ensure diam(Ω) < 1
and hence ellipticity of V by scaling. The equation (2) is thus the prototype of an
elliptic integral equation of the first-kind.
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Figure 1. Adaptive mesh-refinement yields an improved conver-
gence rate compared to uniform mesh-refinement.

Convergence of the adaptive algorithm (1) with quasi-optimal algebraic rates
has independently first been proved in [7, 5]. Therein, the discretization is re-
stricted to lowest-order elements, and the right-hand side is assumed to be com-
puted exactly. While the wavelet based analysis of [5] covers general integral
kernels, but requires the boundary to be smooth, the work [7] restricts to the
Laplace kernel, but also covers piecewise polygonal resp. polyhedral boundaries.
The work [7] extends the analysis to arbitrary but fixed-order polynomials and
includes the adaptive resolution of the right-hand side. For an overview, we re-
fer to the recent PhD thesis [8], where also the hypersingular integral equation is
analyzed. Finally, we also refer to [1], where the present analysis is used to show
convergence of an adaptive FEM-BEM coupling method by means of the estimator
reduction principle.

For the ease of presentation, we restrict to the weakly singular integral equa-
tion (2) with lowest-order elements as in [7], but also include the approximation
of the given Dirichlet data [7].

2. The adaptive algorithm

We now specify the four modules of algorithm (1). For solve , we use a Galerkin
BEM to approximate the solution φ of (2) by a piecewise constant function Φ" ∈
P0(T") which is given as the solution of the linear system

〈V Φ" , Ψ"〉 = 〈(1/2 + K)P"g , Ψ"〉 for all Ψ" ∈ P0(T").(3)

Here, we use an arbitrary H1/2-stable projection P" onto piecewise affine, globally
continuous functions on a mesh T", e.g. the L2-projection [11] or the Scott-Zhang
projection [12], and approximate g ≈ G" := P"g. For 2D and continuous g,
one may also use nodal interpolation. Then, the linear system (3) relies only on
operator matrices of V and K which can be assembled fast and, in certain cases,
even exactly.
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For estimate , we build on the weighted residual estimator from [4, 6]

η2
" =

∑

T∈T!

η"(T )2 with η"(T )2 := diam(T )‖∇(V Φ" − (1/2+K)G")‖2L2(T ).

Here, ∇ denotes the surface gradient on the (d − 1)-dimensional manifold Γ. In
2D, ∇ is simply the arclength derivative. To take account of the additional data
approximation error, we assume g ∈ H1(Γ) and define

osc2
" =

∑

T∈T!

osc"(T )2 with osc"(T )2 := diam(T )‖(1−Π0
")∇g‖2L2(T ),

where Π0
" : L2(Γ) → P0(T") denotes the T"-elementwise integral mean. The

advantage of this oscillation term is that it incorporates only a fairly easy-to-
compute projection Π0

" . Moreover, it is independent of the exact choice of P" for
data approximation. The combined error estimator

ρ2
" =

∑

T∈T!

ρ"(T )2 with ρ"(T )2 = η"(T )2 + osc"(T )2

will then be provided by the module estimate . We stress the upper bound

|||φ− Φ"||| ≤ Crelρ"(4)

where ||| · ||| := 〈V · , ·〉1/2 6 ‖ · ‖H−1/2(Γ) denotes the energy norm induced by V .
Moreover, in 2D and under certain regularity assumptions on the Dirichlet data
g, we also obtain a lower bound [2]

C−1
eff ρ" ≤ |||φ− Φ"||| + osc" + hot",(5)

where hot" is a term of higher order, compared to the generic rate of convergence
O(h3/2) of lowest-order BEM for uniform meshes and smooth solutions. Exactly
speaking, there holds for g ∈ H2+ε(Γ)

hot" = O(h3/2+ε) = O(|||φ − Φ"|||)
for uniform meshes T" with mesh-size h > 0.

In the module mark , we use a separate Dörfler marking strategy also employed
in [3]: For given parameters 0 < θ, ϑ < 1, we determine the set of marked elements
M" ⊆ T" as a set of minimal cardinality which satisfies

θ η2
" ≤

∑

T∈M!

η"(T )2 for osc2
" ≤ ϑ η2

"(6a)

resp.

θ osc2
" ≤

∑

T∈M!

osc"(T )2 for osc2
" > ϑη2

" .(6b)

For the special case when P" is the Scott-Zhang projection (or for d = 2 the nodal
interpolant), we may also use the standard Dörfler marking

θρ2
" ≤

∑

T∈M!

ρ"(T )2,(7)
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and all results below hold accordingly.
Finally, the module refine consists of a fixed refinement rule. For 3D, we use

the so-called newest vertex bisection, see e.g. [4, 11], whereas we use the bisection
algorithm of [2] for 2D.

3. Convergence

By proving certain (local) inverse-type estimates [1], we are able to conclude
that ρ" satisfies the estimator reduction estimate

ρ2
"+1 ≤ κ̃ ρ2

" + Cinv

(
|||Φ"+1 − Φ"|||2 + ‖G"+1 −G"‖2H1/2(Γ)

)
(8)

with --independent constants 0 < κ̃ < 1 and Cinv > 0. Abstract functional
analysis provides that the discrete solutions Φ" and discretized data G" converge
in H−1/2(Γ) resp. H1/2(Γ) to certain (yet unknown) limits. In particular, ρ" is
thus contractive up to a perturbation which tends to zero as -→∞. In particular,
we thus obtain the following convergence result.

Theorem 3.1. For arbitrary marking parameters 0 < θ, ϑ < 1, there holds

C−1
rel |||φ− Φ"||| ≤ ρ" → 0 as -→∞,(9)

i.e. algorithm (1) always yields convergence. #

The observation in Figure 1 is that the adaptive algorithm converges even with
the best possible rate for lowest-order BEM for this problem type. A first step
towards a mathematical justification for this observation is to prove linear conver-
gence of the estimator ρ" in the sense of

ρ" ≤ Cconvq
"
conv(10)

where Cconv > 0 and 0 < qconv < 1 are independent of - ∈ N. However, due to the
changing right-hand side (1/2 + K)G" in each step of the algorithm, we cannot
rely on the usual Galerkin orthogonality as e.g. in [4], i.e.

|||φ − Φ"|||2 2= |||φ − Φ"+1|||2 + |||Φ"+1 − Φ"|||2

in general. Nevertheless, one may prove the following contraction result [7].

Theorem 3.2. For sufficiently small 0 < ϑ < 1, but arbitrary 0 < θ < 1, there
exist constants 0 < κ < 1 and α, β > 1 such that the contraction quantity

∆" := |||φ" − Φ"|||2 + αη2
" + β osc2

"(11)

with φ" := V −1(1/2 + K)G" satisfies the estimate

∆"+1 ≤ κ∆" for all - ∈ N.(12)

Since min{α, β} ρ2
" ≤ ∆" ≤ (C2

rel + max{α, β}) ρ2
" , this implies linear conver-

gence (10). #
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4. Optimal convergence rates

Given the initial mesh T0, let T be the set of all triangulations which can be
generated by means of the fixed mesh-refinement strategy. For arbitrary s > 0,
we say that φ belongs to the approximation class As provided that there exists a
sequence (T̃")"∈N0 of meshes in T such that

ρ̃" ≤ C (#T̃" −#T0)
−s for all - ∈ N.(13)

Here, ρ̃" is the error estimator corresponding to the Galerkin approximations Φ̃"

on T̃", and (13) states the decay ρ̃" = O(N−s) for the estimator sequence.
We emphasize that in the definition of As, the sequence of meshes can be chosen

in an optimal way, i.e., to ensure (13) with C > 0 as small as possible. However,
this sequence is chosen a priori and is hence not computable. The following
theorem from [7] states that the approximation classes to which φ belongs, i.e.
each possible decay ρ" = O(N−s) of the error estimator, is in fact characterized
and will be achieved by the adaptive algorithm (1).

Theorem 4.1. Assume that the adaptivity parameters 0 < θ, ϑ < 1 are sufficiently
small. Then, for all s > 0, there holds equivalence

φ ∈ As ⇐⇒ ∀- ∈ N : ρ" ≤ Copt(#T" −#T0)
−s,(14)

i.e. algorithm (1) will lead to optimal algebraic convergence rates for the error
estimator. #

Finally, we restrict ourselves to the 2D case on a 1D manifold Γ = ∂Ω. We
use the efficiency result (5) from [2] to characterize the class of problems φ for
which (13) is possible, by means of the best approximation error only. Recall that
the optimal rate of convergence for lowest-order BEM is O(h3/2) which corresponds
to s = 3/2 for d = 2.

Theorem 4.2. Let d = 2 and g ∈ H2+ε(Γ). Assume that 0 < θ, ϑ < 1 are
sufficiently small. Then, for all 0 < s ≤ 5/2, there holds equivalence

φ ∈ As ⇐⇒ ∀- ∈ N : min
Ψ!∈P0(T!)

|||φ −Ψ"||| ≤ Copt(#T" −#T0)
−s,(15)

i.e. algorithm (1) will also lead to the optimal algebraic convergence rate for the
Galerkin error. #

In particular, we see that the weighted-residual error estimator η" from [4,
6] performs (in terms of convergence rate) at least as good as any other error
estimator and especially better than uniform mesh refinement.

5. Summary and extensions

We have empirically observed that the use of adaptivity for the model prob-
lem (2) is advantageous in terms of error versus degrees of freedom. This empirical
observation can now be explained and guaranteed mathematically. In experiments,
we even observe that adaptivity is superior in terms of computational time and
memory consumption. The used techniques are also applicable to the Neumann
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problem for the Laplacian. Moreover, other elliptic equations as the Lamé system
might be analysed in the same fashion.
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FEM-BEM couplings without stabilization

T. Führer

(joint work with M. Feischl, M. Karkulik, J.M. Melenk, D. Praetorius)

We consider a nonlinear interface problem with the Laplacian, which can equiva-
lently be stated via various FEM-BEM coupling methods. We treat the symmetric
coupling [4, 8], the Johnson-Nédélec coupling [9, 16] as well as the one-equation
Bielak-MacCamy coupling [2]. Due to constant functions in the kernel of these
equations, these formulations are not elliptic and unique solvability cannot be
shown directly. Available results concerning solvability of these methods include
the following:

• For the symmetric coupling and certain nonlinear problems with additional
Dirichlet boundary, Gatica & Hsiao [6] proved unique solvability.

• For the symmetric coupling and certain nonlinear problems, Carstensen
& Stephan [3] proved unique solvability for sufficiently fine meshes, but
without an additional interior Dirichlet boundary.

• For the Johnson-Nédélec coupling and the linear Laplace and Yukawa
transmission problem, Sayas [11] proved unique solvability on polyhedral
boundaries, whereas the original work [9] relied on the Fredholm alterna-
tive and hence smooth coupling boundaries.

• For the Johnson-Nédélec coupling and a general class of linear problems,
Steinbach [13] introduced a stabilization to prove ellipticity of the stabi-
lized coupling equations, cf. also [10]. His approach, however, requires
pre- and postprocessing steps which involve the numerical solution of an
additional integral equation with the simple-layer potential.

We present a framework based on implicit stabilization to prove well-posedness
of nonlinear FEM-BEM coupling formulations [1]. We build on the works of
Sayas [11] and Steinbach [13] and introduce stabilized coupling equations which are
uniquely solvable and have the same solution as the (original) continuous resp. dis-
crete coupling equations. With this theoretic auxiliary problem, we obtain unique
solvability of the original (non-stabilized) coupling equations. In particular, we
have to implement and solve the original coupling equations only, and we avoid
the solution of any additional equation and corresponding pre- and postprocessing
steps as well as any assumption on the mesh-size. Our approach also applies to
nonlinear elasticity [5].

1. Model problem

Let Ω ⊆ Rd for d = 2, 3 be a connected, bounded Lipschitz domain with poly-
hedral boundary Γ := ∂Ω. We refer to Ω as interior domain and to the unbounded
domain Ωext := Rd\Ω as exterior domain. For given data f ∈ H1(Ω), u0 ∈
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H1/2(Γ), φ0 ∈ H−1/2(Γ), our model problem then reads:

− div(A∇u) = f in Ω,(1a)

−∆uext = 0 in Ωext,(1b)

u− uext = u0 on Γ,(1c)

(A∇u −∇uext) · n = φ0 on Γ,(1d)

uext(x) = O(1/|x|) for |x| → ∞.(1e)

Here, n is the outer normal vector on Γ. Let 〈· , ·〉Ω denote the L2(Ω) scalar product
and let 〈· , ·〉Γ denote the L2(Γ) scalar product which is continuously extended to
the duality bracket between H−1/2(Γ) and H1/2(Γ). We assume A : Rd → Rd

to be strongly monotone (2a) as well as Lipschitz continuous (2b) with constants
cmon, clip > 0, i.e.

〈A∇u −A∇v , ∇u−∇v〉Ω ≥ cmon‖∇u−∇v‖2L2(Ω)(2a)

as well as

‖A∇u−A∇v‖2L2(Ω) ≤ clip‖∇u−∇v‖2L2(Ω) for all u, v ∈ H1(Ω).(2b)

In 2D, the compatibility condition

〈f , 1〉Ω + 〈φ0 , 1〉Γ = 0(3)

has to be imposed on the data to ensure the radiation condition (1e).
Throughout, K denotes the double-layer potential with adjoint K ′, V denotes

the simple-layer potential, and W the hypersingular integral operator. Moreover,
we assume diam(Ω) < 1 to guarantee ellipticity 〈φ , V φ〉Γ ≥ ‖φ‖H−1/2(Γ) of the
simple-layer potential.

Under these assumptions, problem (1) allows for a unique solution (u, uext) ∈
H1(Ω)×H1

loc(Ω
ext) with finite energy ‖∇uext‖L2(Ωext) < ∞, see e.g. [3].

2. Symmetric coupling

As shown in e.g. [3, 6], the nonlinear transmission problem (1) can equivalently
be stated via the symmetric coupling [4, 8], which reads in variational formulation
as follows: Find u = (u, φ) ∈ H := H1(Ω)×H−1/2(Γ) such that

b(u,v) = F (v) holds for all v ∈ H,(4)

where the mapping b : H×H → R and the linear functional F : H → R are defined
for all u = (u, φ),v = (v, ψ) ∈ H via

b(u,v) := 〈A∇u , ∇v〉Ω + 〈(K ′ − 1
2 )φ , v〉Γ + 〈Wu , v〉Γ

+ 〈ψ , (1
2 −K)u〉Γ + 〈ψ , V φ〉Γ,

(5a)

F (v) := 〈f , v〉Ω + 〈φ0 + Wu0 , v〉Γ + 〈ψ , (1
2 −K)u0〉Γ(5b)

By taking (u, φ) = (1, 0) = (v, ψ) in (5a), we see that b((1, 0), (1, 0)) = 0 and
thus constant functions are in the kernel of the mapping u :→ b(u,u). Therefore,
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b(·, ·) is not elliptic and solvability of (4) cannot be shown directly by applying
well-known PDE theory, such as the Lax-Milgram lemma for linear problems.

We stress that clearly (4) is uniquely solvable up to a constant in the interior
domain Ω. Early works, including [4, 8] as well as [6], use interior Dirichlet bound-
aries to tackle this constant in Ω. The very first work which circumvented this
technical restriction was [3]. However, the latter work requires the mesh-size to
be sufficiently fine.

In the following, we introduce the concept of implicit stabilization and show
that the second equation of (4), i.e. b((u, φ), (0, ψ)) = F ((0, ψ)), already fixes
the constant in the interior domain. Unfortunately, this information is lost when
trying to prove ellipticity of b(·, ·), but can be reconstructed by adding appropriate
stabilization terms to the mapping b(·, ·). This leads to a modified (or stabilized)
formulation that admits a unique solution. Moreover, Lemma 2.3 states equiva-
lence of this modified problem to (4) in the sense that both problems have the
same solution even in the discrete formulation.

For the remainder, let Hh = Xh × Yh ⊆ H be a closed subspace of H. In
particular, Hh = H is a valid choice. We stress that H, associated with the
natural product norm

‖u‖2H = ‖u‖2H1(Ω) + ‖φ‖2H−1/2(Γ) for all u = (u, φ) ∈ H,

becomes a Hilbert space. The following theorem from [1] shows solvability of the
continuous formulation (4) as well as of its Galerkin discretization.

Theorem 2.1. The symmetric coupling (4) admits a unique solution u ∈ H.
Moreover, assume that

∃ξ ∈ Yh 〈ξ , 1〉Γ 2= 0.(6)

Then, the discretized equations

b(uh,vh) = F (vh) for all vh ∈ Hh(7)

also admit a unique solution uh ∈ Hh. There holds the Céa-type estimate

‖u− uh‖H ≤ C min
vh∈Hh

‖u− vh‖H,(8)

where the constant C > 0 depends only on A,Ω, and ξ ∈ Yh.

Remark 2.2. (i) For a sequence (Yh)h>0 of closed subspaces of H−1/2(Γ) with

∃ξ ∈
⋂

h>0

Yh 〈ξ , 1〉Γ 2= 0,(9)

the constant in (8) is independent of h > 0.
(ii) For an arbitrary sequence (Eh)h>0 of regular triangulations and Yh = Pp(Eh)
being the space of Eh-piecewise polynomials of degree p ≥ 0, ξ = 1 ∈ Yh satis-
fies (9).

Note that the following lemma from [1] holds for arbitrary ξ ∈ Yh. But to
prove solvability in Theorem 2.1 we have to impose the assumption (6), which also
appears in [11].
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Lemma 2.3. For fixed ξ ∈ Yh, define

b̃(uh,vh) := b(uh,vh)+〈ξ , (1
2−K)uh+V φh〉Γ〈ξ , (1

2−K)vh+V ψh〉Γ(10a)

as well as

F̃ (vh) := F (vh) + 〈ξ , (1
2 −K)u0〉〈ξ , (1

2 −K)vh + V ψh〉Γ(10b)

for all uh = (uh, φh),vh = (vh, ψh) ∈ Hh. Then, a function uh ∈ Hh solves (7) if
and only if uh solves

b̃(uh,vh) = F̃ (vh) for all v ∈ Hh.(11)

#

The following lemma is used to prove Theorem 2.1 and essentially states that
the stabilization terms added to b(·, ·) to obtain b̃(·, ·) can be used to define an
equivalent norm on H.

Lemma 2.4. Let the linear functional L : H → R fulfill

L((1, 0)) 2= 0.(12)

Then, |||u|||2 := ‖∇u‖2L2(Ω) + 〈φ , V φ〉Γ + |L(u)|2 for u = (u, φ) ∈ H defines an

equivalent norm ||| · ||| 6 ‖ · ‖H on H. Moreover, L(v) := 〈ξ , (1
2 −K)v + V ψ〉Γ for

v = (v, ψ) ∈ H satisfies (12) if ξ ∈ Yh fulfills (6). #

Sketch of proof of Theorem 2.1. We consider the operator B̃ : H → H∗ associated
to the mapping b̃(·, ·). With Lemma 2.4, one can show that B̃ is strongly monotone
and Lipschitz continuous. Therefore, standard arguments [15] prove the assertions
of Theorem 2.1 for (7) replaced by (11). The equivalence of Lemma 2.3 then
concludes the proof. #

3. Johnson-Nédélec coupling

The nonlinear transmission problem (1) can also be reformulated by means
of the Johnson-Nédélec coupling [9, 16]. It reads as (4), where the mapping b :
H × H → R and the linear functional F : H → R are now defined for all u =
(u, φ),v = (v, ψ) ∈ H via

b(u,v) := 〈A∇u , ∇v〉Ω − 〈φ , v〉Γ + 〈ψ , (1
2 −K)u〉Γ + 〈ψ , V φ〉Γ,(13a)

F (v) := 〈f , v〉Ω + 〈φ0 , v〉Γ + 〈ψ , (1
2 −K)u0〉Γ(13b)

As in Section 2, we infer that constant functions lie in the kernel of the mapping
u :→ b(u,u). Thus, solvability cannot be shown directly. Still, Theorem 2.3 holds
essentially true for the Johnson-Nédélec coupling [1].

Theorem 3.1. Assume that cmon > cK/4, where cmon > 0 denotes the mono-
tonicity constant (2a) of A and 0 < cK < 1 denotes the contraction constant of
the double-layer potential [12]. Then, the assertions of Theorem 2.1 hold true for
the Johnson-Nédélec coupling. #



54 January 9–11, Santiago de Chile

Remark 3.2. (i) The very same results as for the Johnson-Nédélec coupling also
hold for the non-symmetric Bielak-MacCamy one-equation coupling [1].
(ii) In [10], it is proven that the assumption cmon > cK/4 is not only sufficient but
also necessary to prove ellipticity of the bilinear form associated to the stabilized
formulation of Steinbach [13]. Nevertheless, numerical experiments in [1] indicate
that the assumption cmon > cK/4 is not necessary for existence and uniqueness of
discrete solutions of the Johnson-Nédélec coupling.

4. Extensions

The recent work [5] presents how to transfer the ideas of implicit stabilization
developed for nonlinear Laplace transmission problems [1] to nonlinear elasticity
transmission problems. As in [1], we treat the symmetric coupling as well as the
non-symmetric one-equation couplings of Johnson-Nédélec and Bielak-MacCamy
type. In contrast to Laplace problems, one faces the problem that the kernel of
the Lamé operator contains the space of rigid body motions R, with dim(R) =
3 in 2D and dim(R) = 6 in 3D. The stabilization process then becomes more
complicated, since not only constant functions have to be fixed in the interior
domain. However,under the assumption

∀r ∈ R\{0}∃ξ ∈ Yh ∩ L2(Γ) 〈ξ , r〉Γ 2= 0(14)

on the discrete space Yh, which is the extension of (6) to elasticity problems,
similar results as in Sections 2–3 hold true for nonlinear elasticity problems. It
is shown in [5] that assumption (14) is satisfied for P0(Eh) ⊆ Yh and regular
triangulations Eh of the boundary into plane surface triangles

Unlike [7], we prove that interior Dirichlet boundaries can be avoided to fix the
rigid body motions in the interior domain. Moreover, the explicit stabilization as
recently proposed in [14] is avoided by our analysis [5], i.e. we have to implement
and solve the original coupling equations only.
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BEM-AEM for 3D multi-region non-homogeneous/homogeneous
elastic bodies

R. Gallego

(joint work with M.A. Riveiro)

A study of the application of Boundary Element Methods (BEM) to problems
involving 3D multi-region bodies including homogeneous and non-homogeneous
materials like Functionally Graded Materials (FGMs) is presented. In the non-
homogeneous zones of the domain the Analogue Equation Method (AEM) is used
to transform the original problem into a new problem with unknown forcing term
but known fundamental solution. By means of this transformation a system of
Boundary Integral Equations (BIEs) can be obtained combining standard bound-
ary element discretization and a Radial Basis Functions (RBFs) approximation
for the residual term. The application of the original differential operator to the
displacement BIE provides the extra equations to compute the unknown forcing
term. BEM-AEM or standard BEM can be used in the homogeneous zones of the
domain and the coupling of the different systems of equations in the inter-phase
is studied in every case. Numerical examples for three-dimensional problems in
multi-region isotropic and linear elastic FGMs are presented and discussed to show
the effects of the material gradation.

Keywords: Functionally Graded Materials, Elasticity, Boundary Element Method,
Analog Equation Method, Radial basis functions, Multi-region, Three-dimensional
domains
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A model reduction boundary element algorithm for computational
electromagnetism

M. Ganesh

(joint work with J. S. Hesthaven, B. Stamm)

Simulation of scattered electromagnetic waves from three dimensional configura-
tions comprising multiple perfectly conducting particles is fundamental for several
applications. It is efficient to develop algorithms that facilitate various choices of
parameters describing the multiple particle Maxwell problem. The parameter set
may include the location, orientation, size, shape and number of scattering bodies
as well as properties of the source field such as frequency, polarization and incident
direction. The emphasis in this work is on fast simulation of the interactive scat-
tered fields under parametric variation. The boundary element computer models of
the Maxwell problem play an important role in computational electromagnetism.
However, the standard boundary element method (BEM) is very expensive for the
parameterized three dimensional Maxwell problem. In this article, following our
recent work [1], we describe an efficient BEM based generalized iterative model re-
duction algorithm for parameterized multiple particle electromagnetic scattering.

1. Introduction

We consider an electromagnetic scattering configuration in three-dimensional
space, consisting of a collection of disjoint perfect conductor obstacles Ωj , j =
1, . . . , J situated in a homogeneous medium with vanishing conductivity, the free
space permittivity ε0 = 107/(4πc2)F/m and permeability µ0 = 4π × 10−7H/m,
where c = 299, 792, 458 m/s is the speed of light.

Time-harmonic interacting waves are generated by an incident electromagnetic
wave [Einc, H inc], impinging on the configuration Ω =

⋃J
j=1 Ωj. The incident field

is parameterized by the wavenumber k ∈ R+, incident direction d̃inc ∈ S2 and
polarization vector p ∈ R3. Here, S2 is the unit sphere in R3 and k = ω

√
µ0ε0,

with ω > 0 being the angular frequency.
The plane wave vector fields Einc, H inc : (R3 \ Ω) × R+ × S2 × R3 → C3 are

respectively electric and magnetic fields with wavelength λ = 2π/k:

Einc(x; µ) = pince
ikx· edinc , H inc(x; µ) =

[
d̃inc × pinc

]
eikx· edinc , d̃inc ⊥ pinc,

where µ = (k, d̃inc, pinc) ∈ D := [k−, k+] × S2 × P ⊂ R5, with P ⊂ R2 repre-
senting the coefficients of pinc in a two-dimensional local coordinate system that
is perpendicular to d̃inc.

The bounded parameter domain D ⊂ R5 is enriched by parameters that de-
scribe the location and geometry of the J obstacles in the configuration Ω. For
many applications, the multiple scattering configuration is usually described through
a few reference particles and some affine transformations.

For notational convenience, we assume a single reference Lipschitz domain D̂
and that for j = 1, . . . , J, each obstacle Ωj in the configuration is the image of a
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rotation, an isotropic stretch/shrink and a translation of D̂. That is, there exists
additional 3J parameters, Bj ∈ R3×3, bj ∈ R3 and γj ∈ R+ such that Tj : D̂ → Ωj

defined as Tj(x̂) = γjBjx̂ + bj satisfies Tj(D̂) = Ωj with Bj being a rotation
matrix.

It is often not practical using standard finite/boundary element methods to at-
tempt to evaluate the impact of such variations in the above parameterized model.
In this work, we propose a generalized version of the iterative reduced basis method
in [1], based on a boundary element discretization of the reference scatterer to re-
solve the computationally challenging large scale problem. The approach includes
(i) a computationally intensive offline procedure to create a selection of a set of
snapshot parameters and the construction of an associated reduced basis for each
reference scatterer and (ii) an inexpensive generalized version of the online algo-
rithm in [1] to generate the surface current and scattered field of the parametrized
configuration, for any choice of parameters within the parameter space used in
the offline procedure. Comparison of our numerical results with that in [1] demon-
strate the efficiency of the extension in this article. In [1] several simulated results
comparing directly measured results for some benchmark configurations demon-
strate the power of the method to rapidly simulate the interacting electromagnetic
fields under parametric variations.

2. Quantity of Interest and Electric Field Integral Equation

An important quantity of interest in the electromagnetic scattering model, with
intrinsic impedance Z =

√
µ0/ε0, is the simulation of the radar cross section (RCS)

of the configuration Ω. This can be can be represented as [3]

(1) σ(d̃rcs, µ) = 10 log10

(
4π

∣∣∣E∞(d̃rcs; µ)
∣∣∣
2
/|pinc|2

)
,

where E∞ is the electric far field. The electric far field can be represented as a
surface integral on the scattering ensemble [3]:
(2)

E∞(d̃rcs, µ) = E∞(w; d̃rcs, µ) =
ikZ

4π

∫

∂Ω
d̃rcs × [w(x; µ)× d̃rcs]e

ikx· edrcsds(x),

where w(µ) = w(· ; µ) ∈ H−1/2(div∂Ω, ∂Ω) satisfies electric field integral equa-
tion (EFIE)

(3) ikZ(πT ◦ Sew)(x; µ) = −(πT Einc)(x; µ), x ∈ ∂Ω, µ ∈ D.

Here, πT is the tangential component trace operator defined for x ∈ ∂Ωj, j =
1, . . . , J, by (πT v)(x) = n(x)× [v(x)× n(x)], and

(4) (Sea)(x; µ) =

∫

∂Ω

[
Φk(x, y)a(y) + 1

k2 gradxΦ(x, y)divya(y)
]
ds(y).

In (4), Φk is the fundamental solution of the Helmholtz equation with wavenumber
k.
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The operator Te = πT ◦ Se : H−1/2(div∂Ω, ∂Ω) → H−1/2(curl ∂Ω, ∂Ω) gov-
erning the EFIE (3) is invertible if ∂Ω is an open surface. Otherwise, for unique
solvability of the EFIE we replace D in (3) with D \ K(Ω), where the set K(Ω)
contains all resonant wavenumbers of the configuration Ω. Henceforth we use D

to denote the parameter set in R5 that does not include K(Ω), if ∂Ω is a closed
surface.

For µ ∈ D, let wi(µ) = w|∂Ωi (µ), for ı = 1, . . . , J, where w(µ) ∈ H−1/2(div∂Ω, ∂Ω)
denotes the unique global solution of (3). Then the multiple particle parametrized
electromagnetic scattering problem is: for each µ ∈ D, find J surface currents
wj(µ) ∈ H−1/2(div∂Ωj , ∂Ωj), j = 1, . . . , J by solving the coupled surface scatter-
ing system

(5)
J∑

j=1

aij[wj(µ), vi; µ] = f i[vi; µ], vi ∈ H−1/2(div∂Ωi , ∂Ωi), i = 1, . . . , J,

where aij[·, ·; µ] is the sesquilinear forms are obtained from the EFIE using inte-
gration by parts and the RHS depends on the incident wave [1].

3. An iterative model reduction boundary element algorithm

For i = 1, . . . , J, corresponding to the i-th scatterer in the configuration Ω,
let Vh,i be an Nh-dimensional boundary element subspace of H0(div∂Ωi , ∂Ωi) ⊂
H−1/2(div∂Ωi , ∂Ωi) based on the discretization mesh parameter h for the surface
∂Ωi. For i = 1, . . . , J, each of these spaces are constructed from the boundary
element space V̂h for the reference obstacle D̂ and using the Piola transformations
P̂i : H−1/2(div∂Ωi , ∂Ωi) → H−1/2(div∂ bD, ∂D̂) from the physical surface ∂Ωi to

the reference surface ∂D̂.
Following details in [1], the boundary element approximation wh,i(µ) = P̂−1

j ŵh,i(µ)
to wi(µ), for i = 1, . . . , J, can be obtained by solving the JNh-dimensional bound-
ary element system

(6)
J∑

j=1

âij[ŵh,j(µ), v̂h; µ] = f̂ i[v̂h; µ], ∀ v̂h ∈ V̂h, i = 1, . . . , J,

where for ψ̂, η̂ ∈H−1/2(div∂ bD, ∂D̂),

âij[ψ̂, η̂; µ]

= ikZγiγj

∫

∂ bD

∫

∂ bD
Φ̂ij

k (x̂, ŷ)

[
(Bjψ̂(ŷ)) · (Biη̂(x̂))− 1

k2γiγj
divŷ ψ̂(ŷ)divx̂ η̂(x̂)

]
,

(7)

with Φ̂ij
k (x̂, ŷ) = Φk(Ti(x̂), Tj(ŷ)) and for η̂ ∈ H−1/2(div∂ bD, ∂D̂),

(8) f̂ i[η̂; µ] = −γi

∫

∂ bD
BT
i Einc(Ti(x̂); µ) · η̂(x̂) ds(x̂).
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Solving the above system is prohibitive if J is large or if we need to solve the model
for large number of parameters.

Our main aim is to efficiently simulate the three dimensional electromagnetic
scattering model for any parameter µ ∈ D, to facilitate Monte Carlo type ap-
proach to compute, for example, the average RCS with respect variations in the
configuration, including large number of particles. We achieve this, as part of an
offline procedure, by adaptively constructing, say, N snapshot parameters in D

and then rapidly simulate the model using an iterative online procedure only in
an N -dimensional space with N << Nh.

To this end, following [1], our first step is to develop decomposition approxi-
mations (to any desired accuracy) of the sesquilinear forms for the interactive and
individual scatterers and also the input source term in (6), based on the Empirical
Interpolation Method (EIM) [2]:

âij[ψ̂, η̂; µ] ≈
MG∑

m=1

αG
m(µ) âijm [ψ̂, η̂], i 2= j,(9)

âii[ψ̂, η̂; µ] ≈
MM∑

m=1

αM
m (µ) âiim [ψ̂, η̂], f̂ i[η̂; µ] ≈

MF∑

m=1

αF
m(µ) f̂ i

m[η̂],

(10)

for some parameter-dependent functionals αM
m (µ), αG

m(µ) and αG
m(µ) and parameter-

independent forms âiim [·, ·], âijm [·, ·] and f̂ i
m[·]. Efficient construction of the snapshot

parameters crucially depends on such decompositions.
We use N -adaptive iterative steps to construct the snapshot parameters and

for each n = 1, . . . , N iteration we construct an n dimensional space spanned by
solutions of full BEM models for the reference geometry D̂ with snapshot parame-
ters µ("), - = 1, . . . , n. Following the offline procedure described in detail in [1], we

assemble a reduced basis N -dimensional space V̂N for the reference geometry D̂
that is trained to respond accurately for all values in D. As demonstrated in [1],
N << Nh, with dimension reduction even over 90% in several cases.

Now we are ready to solve the multiple scattering problem for any choice of
parameter µ ∈ D, with approximation sought in V̂N . Our iterative online proce-
dure in this article differs from that described in [1]. We demonstrate efficiency of
the current approach compared to that in [1]. For an online parameter µ ∈ D, as
in [1], the first step is to construct the coefficients in (10)-(10), by solving lower
triangular systems.

For any µ ∈ D, we recall the representation (2) that requires computable
approximations to wi(µ) = w(µ)|Ωi ∈ H−1/2(div∂Ωi , ∂Ωi) for i = 1, . . . , J. We
compute the approximations as wN,i(µ) = P̂−1

i ŵN,i(µ) for each i = 1, . . . , J,

with ŵN,i(µ) ∈ V̂N . Instead of solving a JN -dimensional system, we compute
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ŵN,i(µ) ∈ V̂N through uncoupled N -dimensional systems. To this end, we con-
sider the series representation

(11) ŵN,i(µ) =
∞∑

"=1

ŵ
(")
N,i(µ), i = 1, . . . , J,

where the sequence of ŵ
(")
N,j(µ) satisfies uncoupled N -dimensional systems

(12) âii[ŵ(1)
N,i, v̂N ; µ] = f̂ i[v̂N ; µ], ∀v̂N ∈ V̂N , i = 1, . . . , J.

and for - = 1, 2, 3, . . . and ∀v̂N ∈ V̂N ,

(13) âii[ŵ("+1)
N,i , v̂N ; µ] = −

ı−1∑

j=1

âij[ŵ("+1)
N,i , v̂N ; µ]−

J∑

j=ı+1

âij[ŵ(")
N,i, v̂N ; µ].

The systems in (13) incorporate reflected waves from all particles in the config-
uration and this update procedure is different from that in [1]. We truncate the
series with a finite number L of reflections since in practice, for well separated ob-
stacles, the intensity of such reflections will reduce after some iterated reflections.

Each reflection ŵ
(")
N,i can be expressed is a linear combination of the reduced basis

{ξn}N
n=1 of V̂N and hence

ŵ
(")
N,i(x; µ) =

N∑

n=1

w(")
n,i(µ) ξn(x).

We choose the series truncation parameter L such that for a prescribed tolerance
level tol,

Error < tol, Error = max
1≤i≤J

max
1≤n≤N

∣∣∣w(L)
n,i(µ)− w(L−1)

n,i (µ)
∣∣∣

and define the iterative reduced basis approximation (on the reference surface) as

(14) ŵN,L(x; µ) =
J∑

j=1

L∑

l=1

ŵ
(")
N,i(x; µ), x ∈ ∂Ω =

J⋃

j=1

∂Ωj.

For our numerical experiments, we chose tol = 10−8 and observed excellent re-
sults, similar to that reported for various experiments. Compared to the online
method (Method-1) in [1], the main advantage of the method (Method-2) in this
article is that there are substantial reductions in the number of iterations L to
achieve the tol. This is demonstrated in Figure 1.
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Figure 1. Scattering by two open metallic cavities of unit diam-
eter: Convergence of online iterative schemes using Method-1 [1]
and Method-2, for wavenumbers k = 1, 2, 3.
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FE/BE coupling for strongly nonlinear transmission problems with
friction

Heiko Gimperlein

(joint work with Matthias Maischak, Ernst P. Stephan)

We analyze an adaptive finite element/boundary element formulation for non-
linear transmission and contact problems. In the model problem, the p-Laplacian
or a double-well potential in a bounded domain Ω is coupled to the homogeneous
Laplace equation in Rn \Ω. The exterior problem is reduced to an integral equa-
tion on ∂Ω, and an equivalent coupled boundary/domain variational inequality
is solved. We discuss the well-posedness in suitable L2–Lp Sobolev spaces, the
appearance of microstructure in the nonconvex case and a priori/a posteriori error
estimates for Galerkin approximations. Extensions to strongly anisotropic cou-
pling problems will be considered.
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Approximation of Higher Order for Parabolic Unilateral Problems
using hp− BEM

Joachim Gwinner

In this talk we treat the initial unilateral boundary value problem






∂tu−∆u = 0; u(0) = u0

u ≥ g, ∂u
∂n ≥ h, (u− g)( ∂u

∂n − h) = 0 on ΓS

u = g on ΓD, ∂u
∂n = h on ΓN

on some Lipschitz domain Ω with boundary ∂Ω = ΓS ∪ ΓD ∪ ΓN and on some
time interval [0, T ].

This problem can be considered as a simple model problem for more general
problems like quasi-stationary unilateral contact in linear elasticity and as build-
ing block that can be used in FEM-BEM coupling for nonlinear applications in
electromagnetism and heat flow.

For time discretization we use a backward Euler scheme. This is combined with
the BEM in its hp−version using Gauss-Lobatto quadrature after transforming
the problem to the boundary using potential theory. The aim of this contribution
are norm convergence results for the fully discrete nonconforming approximations.

In the analysis we use some arguments on nonconforming approximation of
inequality constraints by Gauss-Lobatto quadrature within hp− BEM from [2]
and abstract approximation results for evolution inequalities from [1].

Keywords: Singular integral equations/inequalities, boundary variational in-
equalities, nonconforming approximation

Mathematics Subject Classifications (2000): 35K05, 49J40, 65M06, 65N38
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Comparison of fast boundary element methods on parametric surfaces

Helmut Harbrecht

(joint work with Michael Peters)

We compare fast black-box boundary element methods on parametric surfaces
in R3. These are the adaptive cross approximation [1], the multipole method based
on interpolation [3], and the wavelet Galerkin method [2]. The surface representa-
tion by a piecewise smooth parametrization is in contrast to the common approxi-
mation of surfaces by panels. Nonetheless, parametric surface representations are
easily accessible from Computer Aided Design (CAD) and are recently topic of
the studies in Isogeometric Analysis. Especially, we can apply two-dimensional
interpolation in the multipole method. A main feature of this approach is that the
cluster bases and the respective moment matrices are independent of the geometry.
This results in a superior compression of the far field compared to other cluster
methods.
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Boundary Integral Formulation for the Electrical Response of a Nerve
to an Extracelullar Stimulation

Fernando J. Henŕıquez

(joint work with Carlos F. Jerez–Hanckes)

We present a two-dimensional boundary integral formulation of a nerve prop-
agation. A nerve impulse is a potential difference across the cellular membrane
propagated along the nerve fiber. The traveling transmembrane potential is pro-
duced by the transfer of ionic species between the intra and extra cellular media
[1, 3]. This current flux across the membrane –composed of conduction, diffu-
sion and capacitive terms– is regulated by passive and active mechanisms that are
highly complicated to describe mathematically from a microscopic point of view
[2]. During the last century, several models have been developed, based on exper-
imental considerations in the field of neuroscience; the first and most popular one
proposed by Hodgkin and Huxley in 1952 [4, 8]. By means of ordinary differential
equations, with parameters depending on the transmembrane voltage –the Dirich-
let jump across the membrane–, their model is able to describe the dynamics of
the nerve membrane in a suitable way[5]. We propose an integral formulation of
this problem based on the Hodgkin–Huxley model and a quasi-static approxima-
tion for which Calderon’s Projectors and the Boundary Element Method apply
[7]. Existence and uniqueness of the problem, and convergence estimations of the
solution are shown [8].

Support by PUC VRI Interdisciplina 2011, FONDECYT project 11121166 and CON-
ICYT project Anillo ACT1118 (ANANUM) is gratefully acknowledged.
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Multiple Traces Boundary Integral Formulation for Helmholtz
Transmission Problems

Ralf Hiptmair

(joint work with Carlos Jerez-Hanckes, Xavier Claeys)

Summary. We consider second-order linear transmission problems with piece-
wise constant coefficients corresponding to different homogeneous materials. They
can be converted into a so-called 1st-kind single trace boundary integral equa-
tion formulations (STF) featuring Cauchy data on the material interfaces. Their
Ritz-Galerkin discretization be means of low-order piecewise polynomial boundary
elements on fine interface triangulations leads to ill-conditioned linear systems of
equations, which defy the operator preconditioning approach.

A remedy is offered by multi-trace formulations (MTF) that arise from a do-
main decomposition idea and owe their name to the use of at least two sets of
Cauchy traces as unknowns on interfaces. The new approaches come in several
flavors: (i) Global MTF arise from a gap idea applied to STF. (ii) Local MTF ob-
tained through introducing transmission conditions into weak boundary integral
equations arising from Calderón identities.

In contrast to STF, after Galerkin discretization both MTFs lend themselves
to operator preconditioning based on discrete boundary integral operators on dual
meshes.

1. Transmission Problem

Ω0

Ω1

Ω2

Ω3

Ω4

Γ01

Γ02

Γ03 Γ12

Γ13

Γ23

n0

n0

n0

n1
n1

n1

n2

n2

n2

n3

n3

n3

Let Ωi ⊂ R3, i = 0, . . . , N , be dis-
joint open connected Lipschitz “mate-
rial sub-domains” that form a partition
in the sense that R3 = Ω1 ∪ · · · ∪ ΩN .
Among them only Ω0 is unbounded.
Two adjacent sub-domains Ωi and Ωj

are separated by their common inter-
face Γij , whose union forms the skele-
ton Σ. For N > 1 the skeleton Σ
will usually not be orientable, nor be
a manifold.

Given diffusion coefficients µi > 0,
i = 0, . . . , N , we focus on the model
transmission problem that seeks Ui ∈

H1
loc(Ωi), i = 0, . . . , N , solving

− div(µigradUi) = 0 in Ωi ,

Ui |Γij
− Uj |Γij

= gij , µi
∂Ui

∂ni |Γij

+ µj
∂Uj

∂nj |Γij

= hij on Γij ,
(1)

plus suitable decay conditions at ∞. The jump data gij , hij have to comply
with certain compatibility conditions that we gloss over in the sequel. The weak
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formulation of (1) is posed on a weighted Sobolev space [9, Sect. 2.9.2.4] contained
in H1

loc(R
3).

Here, we discuss low-order boundary element methods for (1) based on multi-
trace boundary integral equation formulations (MTF). In combination with matrix
compression methods and iterative solvers they form the foundation of a scalable
solution method for (1), that is, a method, whose effort increases almost linearly
with the number of degrees of freedom of the discretized problem.

MTFs were first introduced for acoustic and electromagnetic scattering at com-
posite objects: [2] proposed the global MTF for acoustic scattering, [1] its ex-
tension to electromagnetics, and [5] introduced the local MTF for acoustics. A
comprehensive survey is given in [3]. The local MTF is closely related with domain
decomposition algorithms pioneered by J.-F. Lee and collaborators in computa-
tional electromagnetics [7]. We also point out that domain decomposition ideas
also pave the way for another class of scalable methods for (1) called “Boundary
element tearing and interconnecting” (BETI) [6].

2. Skeleton Trace Spaces [3, Sect. 3.1]

Traces on the skeleton Σ will figure as unknowns in the boundary integral
equations. Thus, we introduce the multi-trace space

MT (Σ) :=
(
H

1
2 (∂Ω0)× · · · ×H

1
2 (∂ΩN )

)
︸ ︷︷ ︸

:=MTD(Σ)

×
(
H− 1

2 (∂Ω0)× · · · ×H− 1
2 (∂ΩN )

)
︸ ︷︷ ︸

=:MTN (Σ)

.

(2)

It owes its name to the fact that a function 8u ∈ MT (Σ) comprises four different
functions on each interface, two belonging to the sub-domain on either side. No
connection between both sides is implied in the definition of MT (Σ). Of course,
the (homogeneous) transmission conditions in (1) enforce a connection, which is
captured in the single-trace space

ST (Σ) := STD(Σ)× STN (Σ) ⊂ MT (Σ) ,(3)

STD(Σ) := {(u0, . . . , uN ) ∈MTD(Σ) : ∃u ∈ H1
loc(R

d), ui = TD,i u} ,

STN (Σ) := {(ν0, . . . , νN ) ∈MTN (Σ) : ∃φ ∈Hloc(div, Rd), νi = TN,i φ} ,
(4)

where TD,i, TN,i are the Dirichlet and Neumann trace operators for Ωi. Note that
TN,i’s definition involves the diffusion coefficient µi. To isolate the contribution
of a single sub-domain we rely on trivial localization operators

Li : MT (Σ) → H
1
2 (∂Ωi)×H− 1

2 (∂Ωi), Li 8u :=

(
ui

νi

)
,

8u = (u0, . . . , uN , ν0, . . . , νN ) ,
ui ∈ H

1
2 (∂Ωi), νi ∈ H− 1

2 (∂Ωi) .
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3. Single Trace Boundary Integral Formulations (STF)

Using the notations for boundary integral operators from [9, Sect. 3.1], we write

Pi := Ai + 1
2 Id =

(
Ki Vi

Wi K′
i

)
: H

1
2 (∂Ωi)×H− 1

2 (∂Ωi) → H
1
2 (∂Ωi)×H− 1

2 (∂Ωi) ,

(5)

for the Calderón projector associated with Ωi [9, Sect. 3.6]. Local traces of so-
lutions of (1) belong to the kernel of Pi. Hence, if U solves (1), then 8u :=
(TD,0 U, . . . , TD,N U, TN,0 U, . . . , TN,i U) satisfies the linear boundary integral equa-

tion
∑N

i=0 Pi Li8u = . . . , where the jump data spawn the right hand side. Denot-
ing by !·, ·"i the bilinear pairing with L2(∂Ωi) pivot space inducing the self-duality

of H
1
2 (∂Ωi) × H− 1

2 (∂Ωi), we can recast (5) in weak form [3, Sect. 3.1]: seek
8u ∈ ST (Σ) such that

∑N

j=0

#
Aj Lj 8u, Lj 8v

$
j

= . . . ∀8v ∈ ST (Σ) ,(6)

which is the classical first-kind single-trace boundary integral formulation (STF),
see [6], in electromagnetics known as PMCHWT [8]. Existence and uniqueness of
solutions can be concluded from the fact that the bilinear form of (6) is ST (Σ)-
elliptic.

However, low order Galerkin boundary element discretization of of the first-kind
boundary integral equation (6) will lead to ill-conditioned linear systems on fine
meshes. Thus, efficient iterative solution methods require preconditioning.

4. Operator Preconditioning [3, Sect. 4]

The abstract theory of [4, Sect. 2] considers an isomorphism A : V → V ′ on a
Hilbert space V , which is self-dual with respect to the bilinear form d : V ×V → R.
Using a trial/test space Vh ⊂ V that guarantees “uniform” stability of the Galerkin
discretization of both A and d(·, ·), we find

cond(D−)AD−1A) uniformly bounded ,(7)

where A and D are the Galerkin matrices associated with A and d(·, ·), respectively.
Hence, D−)AD−1 qualifies as a preconditioner for A. Note that its evaluation
involves solving linear systems for D and D).

However, applying such preconditioner to A from (6) is generally thwarted by
the lack of a suitable stable self-duality pairing d(·, ·) for ST (Σ). There is one
exception, and this is the situation of well separated subdomains Σ = ∂Ω0, because
in this case a self-duality of ST (Σ) is induced by

d(8u,8v) :=
N∑

j=1

#
Lj 8u, Lj 8v

$
j

, 8u,8v ∈ ST (Σ) .(8)

A stable boundary element discretization of this pairing, which also leads to sparse
matrices D, can be accomplished by means of boundary element spaces on dual
meshes.
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5. Global Multi-Trace Formulation [2, 1]

The general geometric arrangement introduced in Section 1 can be regarded as
the limit case of sub-domains separated by small gaps of with δ > 0 when letting
δ tend to zero, see Figure 1. It turns out that all boundary integral operators in
(6) remain well defined for δ → 0; we obtain the global multi-trace formulation
(MTF).

δ
Ω1 Ω2

Ω0

Ω1 Ω2

Ω0

Figure 1. Illustration of the “gap idea” for N = 2. Left: sub-
domains separated by gap of width δ > 0. Right: closed gap

The right function space for the global MTF will be ST (Σ) “in the gap limit”,
which comprises four traces on each interior interface (“multi-trace”), and two on
interfaces belonging to ∂Ω0:

M̂T (Σ) := (H
1
2 (∂Ω1)× · · · ×H

1
2 (∂ΩN ))× (H− 1

2 (∂Ω1)× · · · ×H− 1
2 (∂ΩN )) .

(9)

The weak form of the global multi-trace formulation inherits all good properties of
the STF, in particular M̂T (Σ)-ellipticity. Moreover, M̂T (Σ) is clearly self-dual
with an L2-type duality pairing. Thus, operator preconditioning is possible for the
global MTF.

6. Local Multi-Trace Formulation [5]

Consider local transmission operators Xi→j which carry traces across interfaces
Γij ; they take a pair of functions on ∂Ωi, restrict both functions to Γij , flip the
sign of the second (in order to account for the different orientations of the normal
vectors), and, finally, extend both functions by zero to functions on ∂Ωj:

Xi→j :






L2(∂Ωi)× L2(∂Ωi) → L2(∂Ωj)× L2(∂Ωj)

u :=
(

u
ϕ

)
:→ (Xi→j u)(x) :=

{( u(x)
−ϕ(x)

)
for x ∈ Γij ,

0 elsewhere on ∂Ωj .

Again, write 8u := (TD,0 U, . . . , TD,N U, TN,0 U, . . . , TN,i U) ∈ MT (Σ), U the so-
lution of (1), and note that Pi Li8u = (1

2 Id− Ai) Li8u = . . ., with a right hand side
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depending only on the data. Due to the transmission conditions from (1) we can
locally replace the traces by those “from the other side of the interface” and arrive
at

Ai Li 8u− 1
2

N∑

j=0
j $=i

Xj→i Lj 8u = . . . , i = 0, . . . , N .(10)

For fixed i this can be regarded as an equation in H
1
2 (∂Ωi)×H− 1

2 (∂Ωi) and duality
pairing readily yields a formal variational formulation: see 8u ∈ MT (Σ) (?) such
that

#
Ai Li8u, Li 8v

$
∂Ωi

− 1
2

N∑

j=0
j $=i

#
Xj→i Lj 8u, Li8v

$
∂Ωi

= . . . ∀8v ∈ MT (Σ) . (?)(11)

The interesting identity

!Xi→j Li 8u, Lj 8u"j = −!Xj→i Lj 8u, Li 8u"i , 8u ∈ MT (Σ) ,

shows “formal” MT (Σ)-ellipticity of the bilinear from (11). Then why the ques-
tion marks and quotation marks above? Because Xj→i fails to be defined on

H
1
2 (∂Ωj)×H− 1

2 (∂Ωj), since restriction and extension by zero are unbounded op-
erators on trace spaces! To remedy this, the variational formulation has to be
considered on

M̃T (Σ) :=
(
H

1
2 (∂Ω0)× · · · ×H

1
2 (∂ΩN)

)
×

(
H̃− 1

2 (∂Ω0)× · · · × H̃− 1
2 (∂ΩN)

)
,

where H̃− 1
2 (∂Ωi) is a subspace of H− 1

2 (∂Ωi) of functions that allow zero extension
from the interfaces Γij . Fortunately, also this space offers self-duality through an
L2-type pairing, which paves the way for operator preconditioning as discussed in
Section 4.
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Enabling High-Dimensional Electromagnetic Design on Computing
Clouds

Vikram Jandhyala

(joint work with Arun Sathanur)

Dual advances in computational electromagnetics solvers and scalable comput-
ing hardware have enabled significant speed and scale benefits. An example of this
is Nimbics nWave and nCloud product line. The availability of scalable computing
nodes on platforms such as Amazon Web Services EC2 also creates the opportunity
to make significant progress on the frontier of electromagnetic design. This talk
discusses challenges and opportunities in cloud-based design of electromagnetic
systems including large degrees of freedom, connection to parametric simulation,
variability and Monte-Carlo simulation, and elements of machine learning and
sparse sampling of large design spaces.
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Sparse and H-Matrix Representation Techniques applied to indirect
Time-Domain BEM in Elastodynamics

Bernhard Kager

(joint work with Martin Schanz)

The computation of wave propagation phenomena may be done by using the
boundary element method, since this approach allows for computations of infi-
nite and semi-infinite domains. In general, storage and computational complexity
are of order O

(
N2M

)
, where M is the number of time steps and N corresponds

to the number of degrees of freedom. We present a data efficient algorithm for the
computation of the indirect approach with analytical convolution. Storage and
computational efficiency is based on special time dependent single layer operator
properties. Most of the arising matrices are sparsely populated in an unstructured
way. Introducing a geometrical clustering within each time step allows to identify
larger blocks with non-zero entries and those who must be zero due to causality
reasons. The latter reduce storage and computing time. Further enhancement
is obtained by a low rank approximation of the non-zero blocks in the hierarchi-
cal structure. A numerical test shows the reduction of storage obtained by the
proposed algorithm.

1. Boundary Integral Equations

When dealing with time dependent, linear elastic problems the underlying partial
differential equation is the Lamé-Navier equation. For Ω ∈ R3, t ∈ (0, T ) and
u (x, t) there holds

(
c2
1 − c2

2

)
∇ (∇ · u) + c2

2∇2u +
f

ρ
=

∂2u

∂t2

with the density ρ, the body forces f , the compression and shear wave velocities c1

and c2. In the following, the body forces, as well as initial conditions are assumed
to vanish. For the definition of the indirect approach with the single layer potential
we introduce a density function v (x, t) such that

u (x, t) =

∫

Γ

U (x,y, t) ∗ v (y, t) dΓ with x ∈ Γ .

The star denotes convolution in time and U (x,y, t) is the displacement funda-
mental solution for the elastodynamic problem (see, e.g., [1]).

2. Boundary Element Formulation

2.1. Temporal Discretization. As defined in section 1, the integral equation
contains a convolution in time which is treated analytically in the following. The
time interval (0, T ) is divided into M equidistant subintervals ∆t, i.e., tm = m∆t,
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with m = 0, . . . , M . The density is approximated by constant ansatz functions
ψm (t) in time. Thus, the convolution integral is

U (x,y, t) ∗ v (y, t) ≈
M∑

m=1

vm (y)

tm∫

tm−1

U (x,y, tn − τ)ψm (τ) dτ

︸ ︷︷ ︸
=U

n,m
i (x,y)

.

Due to the structure of the fundamental solution the integrals per time step can
be computed analytically

Un,m
i (x,y) =






Un,m
1 (x,y) = 0 for tn − r

c2
< tn − r

c1
< tm−1 < tm

Un,m
2 (x,y) for tn − r

c2
< tm−1 < tn − r

c1
< tm

Un,m
3 (x,y) for tn − r

c2
< tm−1 < tm < tn − r

c1

Un,m
4 (x,y) for tm−1 < tn − r

c2
< tn − r

c1
< tm

Un,m
5 (x,y) for tm−1 < tn − r

c2
< tm < tn − r

c1

Un,m
6 (x,y) = 0 for tm−1 < tm < tn − r

c2
< tn − r

c1

,

with i = 1, . . . , 6 being an index for the case distinction.

2.2. Storage Efficiency. A closer look at the cases i = 1 and i = 6 of subsec-
tion 2.1 allows the statement

Un,m
i = 0 if






r < rmin = c2∆t (n−m)

or

r > rmax = c1∆t (n−m + 1)

.

For a certain spatial point x and a time interval ∆t (n−m), radii deceeding the
upper inequality or exceeding the lower inequality do not contribute to the com-
putation. Both inequalities are related to the travelling wave fronts as illustrated
in Fig. 1.

Considering case i = 1, it becomes obvious that for a distinct time step ñ, rmin

is larger than the largest extent of the domain. Henceforth, the system matrices
are zero. This is well known as the cut off property.

For time steps n < ñ, all elements which are cut by one of the wavefronts, as
well as those elements lying in between the fronts (Γc in Fig. 1), contribute to the
system matrices. The disjoint part Γ0 = Γ/Γc is zero and does not contribute to
the calculation.

Since the strategy is based on the avoidance of zero evaluations, the storage
efficiency and speedup is evident. The data efficient storage might be seen as
a kind of sparse representation since the main part of the relevant matrices is
sparsely populated. Furthermore, for implementation reasons we have to provide
data sparse structures and arithmetics (see, e.g., [2]).



Symposium IABEM 2013 77

rmin

rmax

Γc

Γ0

x

Figure 1. Relevant (Γc) and negligible part (Γ0) of the domain.

2.3. Spatial Discretization. The field approximation is chosen to be constant
for the density v (x, t) in the single layer potential. Moreover, the geometry is
approximated via linear triangles. For the regular integration standard Gaussian
quadrature is used, whereas the weakly singular integration is done via the Duffy
transformation.

3. Low Rank Approximation

3.1. Geometrical Clustering Process. Examining the structure of the system
matrices after a geometrical clustering process gives evidence for some important
facts. The matrices are sparsely populated if n is small or reaches ñ. For inter-
mediate time steps more or less larger densely populated blocks can be identified.
While both waves are present in the domain, these blocks are growing in time.
If the compression wave has left the domain, the blocks are shrinking until they
vanish as n = ñ (the shear wave has left the domain). Within the larger blocks,
case i = 3 of section 2.1 is dominant

Un,m
3 if






r > r3,min = c2∆t (n−m)

and

r < r3,max = c1∆t (n−m + 1) ,

thus we can state another radius criterion similar to section 2.2. While setting up
block cluster trees for all relevant time steps, it is possible to compute the minimum
and maximum distance (dmin, dmax) of two clusters (Clx, Cly) as illustrated in
Fig. 2. Moreover, we can identify pairs of clusters that fulfill the inequalities
dmin > r3,min and dmax < r3,max. For these combinations of clusters it is ensured
that solely case i = 3 is used for computation (i.e., the kernel function is smooth
for r > 0). If the clusters are furthermore admissible, a low rank approximation
becomes applicable (see, e.g., [3]).
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dmin

dmax

Clx

Cly

Γ

Figure 2. Maximal and minimal distances of clusters Clx and Cly.

3.2. Low Rank Approximation and Implementation. The presented algo-
rithm uses the adaptive cross approximation (ACA) for the computation of low
rank blocks in the hierarchical system matrices. As a hierarchical concept, the
H-matrix library AHMED written by Mario Bebendorf is used, which allows for
a data efficient representation of the system matrices and contains a large variety
of hierarchical matrix arithmetics. Due to the radius criterion of section 3.1 the
library had to be modified slightly.

4. Numerical Results

4.1. Compression rates. The numerical test focuses on the storage efficiency of
the proposed algorithm. To analyse the storage savings due to the data efficient
representation and the low rank approximation, we define two measures

c1,j =
Mem(e)

Mem(f)
, c2,j =

Mem(e,ACA)

Mem(f)

usually denoted as compression. Mem(f) denotes the memory consumption of the
full matrix. Hence, a full matrix has a compression of cf = 1. Mem(e) refers to the
memory consumption of the data efficient system matrix (see section 2.2), whereas
Mem(e,ACA) denotes the memory consumption of the data efficient system matrix
including a further compression with the ACA algorithm (see section 3.2). The
subscript j at both measures will refer to the mesh number.
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4.2. Examples. For two triangulated spheres as illustrated in Fig. 3 (exterior
domain problem) the compression rates are computed. The radius R = 1m and

(a) mesh M1 (b) mesh M2

Figure 3. Sphere with radius R = 1 m: used meshes.

the computational and material data are listed in table 3. he is the mean value

mesh he [m] β # elements c1 [m/s] c2 [m/s]
M1 ≈ 0.06250 ≈ 1 7746 1.054 0.645
M2 ≈ 0.03125 ≈ 1 31470 1.054 0.645

Table 3. Computational and material data.

of the largest edge of each triangle and β = c1∆t
he

, which was set to ≈ 1 for
stability reasons. Concerning the low rank approximation, the accuracy of the
ACA algorithm was set to εACA = 10−6. Fig. 4 shows the matrix compression for
the relevant time steps.

4.3. Conclusions. For both meshes the efficient representation yields a signifi-
cant compression c1,1 and c1,2 as can be seen in Fig. 4. The further low rank
approximation of admissible, densely populated blocks improves the compression
rate. As expected, the compression due to the application of ACA is only signifi-
cant for the larger mesh M2 (see c2,2 in Fig. 4). Tests have shown that choosing
a lower accuracy εACA results in better compression rates and may be used in
practical applications.
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Figure 4. Compression rates versus time.
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Novel inverse estimates for non-local operators

M. Karkulik

(joint work with M. Feischl, T. Führer, J.M. Melenk, D. Praetorius)

1. Inverse estimates

Inverse estimates are a means to bound expressions in stronger norms than in
the generic situation by exploiting additional structure. Two examples of such
structures are the following:

(a) In FEM, strong norms of piecewise polynomials can be bounded in terms
of weak norms. The key point is the ability to use norm equivalence on
finite dimensional spaces on a reference configuration. Scaling arguments
provide the correct powers of the local mesh size.

(b) In regularity theory for elliptic PDE, “interior regularity” of solutions can
be seen as an inverse estimate. By using the underlying equation directly,
strong norms of solutions can be controlled by weaker norms at the expense
of slightly enlarging the domain.

In the following, T denotes a (even locally refined) mesh on a subset Γ ⊆ ∂Ω of
the boundary ∂Ω of a polyhedral domain Ω ⊂ Rd. The local mesh size is denoted
by h ∈ P0(T ) where Pp(T ) is the space of piecewise polynomials of degree at most
p. An example for (a) is given, e.g., in [6, Theorem 3.6]:

Theorem 1.1 (Inverse estimate for piecewise constants). There exists a constant
C > 0, which depends only on an upper bound for the shape-regularity constant of
T and the polynomial degree p ≥ 0, such that

‖h1/2Ψ‖L2(Γ) ≤ C‖Ψ‖H−1/2(Γ) for all Ψ ∈ Pp(T ).

As an example for (b) serves [9, Lemma 5.7.1]:

Theorem 1.2 (Interior regularity/Caccioppoli inequality). There is C > 0 such
that the following holds: If Br, Br+h are balls with radii r, r+h > 0 around a joint
midpoint, and if u ∈ H1(Br+h) satisfies ∆u = 0 ∈ L2(Br+h) for some r, h > 0,
then u ∈ H2(Br) with

‖D2u‖L2(Br) ≤ Ch−1‖∇u‖L2(Br+h).

In the following, we present a possibility how to obtain inverse estimates in-
volving boundary layer potentials by combining the two inverse estimates above.
As a prototype for such a layer potential serves the simple-layer potential of the
3D-Laplacian, which is given by

V ψ(x) :=
1

4π

∫

Γ

ψ(y)

|x− y|dsy.(1)

Hereafter, K and K ′ denote the double layer potential and its adjoint, and W
denotes the hypersingular integral operator. Our main result, which is taken
from [1, 8], is the following.



82 January 9–11, Santiago de Chile

Theorem 1.3 (Inverse estimates for boundary integral operators). There is C > 0
which depends only on Γ and an upper bound for the shape-regularity constant of
T , such that

‖h1/2∇ΓV ψ‖L2(Γ) ≤ C
[
‖ψ‖H−1/2(Γ) + ‖h1/2ψ‖L2(Γ)

]
,(2)

‖h1/2K ′ψ‖L2(Γ) ≤ C
[
‖ψ‖H−1/2(Γ) + ‖h1/2ψ‖L2(Γ)

]
,(3)

‖h1/2∇ΓKv‖L2(Γ) ≤ C
[
‖v‖H1/2(Γ) + ‖h1/2∇Γv‖L2(Γ)

]
,(4)

‖h1/2Wv‖L2(Γ) ≤ C
[
‖v‖H1/2(Γ) + ‖h1/2∇Γv‖L2(Γ)

]
,(5)

holds for all ψ ∈ L2(Γ) and v ∈ H1(Γ). Here, ∇Γ denotes the surface gradient for
d ≥ 3, and the arclength derivative for d = 2.

Some observations regarding this result are the following.

• We stress that a difficulty in proving Theorem 1.3 lies in the consideration
of locally refined meshes. If we consider a globally uniform mesh T , we
can use stability V : L2(Γ) → H1(Γ) to estimate, e.g.,

‖h1/2∇ΓV ψ‖L2(Γ) = h1/2‖∇ΓV ψ‖L2(Γ) ! h1/2‖ψ‖L2(Γ)

= ‖h1/2ψ‖L2(Γ).

• As already mentioned, inverse estimates typically require a space with
some structure. Theorem 1.3 holds for ψ ∈ L2(Γ), which might not be
regarded as a space with a rich structure. However, if ψ = Ψ ∈ Pp(T ), we
can use Theorem 1.1 to estimate, e.g.,

‖h1/2∇ΓV Ψ‖L2(Γ) ! ‖Ψ‖H−1/2(Γ).(6)

By stability of V and its inverse, the last estimate is equivalent to

‖h1/2∇ΓV Ψ‖L2(Γ) ! ‖V Ψ‖H1/2(Γ),(7)

which is indeed an inverse estimate.

An analogous result to Theorem 1.3 was proven independently in [5] for lowest-
order discretizations and C1,1 surfaces. In the next section, we present the ideas
for proving the bound for the simple layer potential V in Theorem 1.3, and in the
last section we comment on several applications.

2. Inverse Estimate for V

The main difficulty in proving (2) is the fact that V is a non-local operator. We
restrict our considerations to local configurations, i.e. elements, via

‖h1/2∇ΓV ψ‖2L2(Γ) =
∑

T∈T

‖h1/2∇ΓV ψ‖2L2(T ).

Even if we would restrict to ψ = Ψ ∈ P0(T ), it would be impossible to bound the
contributions of V Ψ on T , as the local dimension of this space is dominated by the
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whole mesh T – actually, V is non-local. On T , we therefore split the potential
u = V ψ in a part unear

T with a bounded and small dimension, and a rest ufar
T via

V ψ = V (ψT ) + V (ψΓ\T ) = unear
T + ufar

T .

Here, ψω := ψχω, where χω is the characteristic function of the set ω. We stress
that the actual splitting that is used in the proofs of [1, 8] extends a little to the
neighborhood of T , but we stick to this simplification for ease of presentation. We
call unear

T the nearfield and ufar
T the farfield and write

‖h1/2∇ΓV ψ‖2L2(Γ) !
∑

T∈T

‖h1/2∇Γunear
T ‖2L2(T ) +

∑

T∈T

‖h1/2∇Γufar
T ‖2L2(T ).(8)

Due to the locality of the nearfield and stability V : L2(Γ) → H1(Γ),

‖∇Γunear
T ‖2L2(T ) ≤ ‖∇Γunear

T ‖2L2(Γ) ! ‖ψT ‖2L2(Γ) = ‖ψ‖2L2(T ),(9)

and a multiplication with the local mesh width h and a sum over all elements
bounds the nearfield terms in (8). It remains to bound the farfield terms in (8),
which is done by exploiting Theorem 1.2. We may do so, because

1. V is a potential in Rd, i.e., ∆V (ψΓ\T ) = 0 in Ω and in Rd \ Ω, and it is
smooth in both parts,

2. and the farfield term is smooth in a d-dimensional neighborhood of T , as
the density ψΓ\T vanishes on T .

Put differently, ufar
T is a potential that is induced by a density on Γ\T . A standard

trace inequality applied to ∇Γufar
T involves the second derivative of ufar

T in a volume
UT around T ,

‖∇Γufar
T ‖2L2(T ) ! h−1

T ‖∇ufar
T ‖2L2(UT ) + ‖∇ufar

T ‖L2(UT )‖D2ufar
T ‖L2(UT ).

Due to reasons 1. and 2., we can bound the second derivative by Theorem 1.2 and
obtain

‖∇Γufar
T ‖2L2(T ) ! h−1

T ‖∇ufar
T ‖2L2(eUT )

with a slightly enlarged volume ŨT . A sum over T bounds the farfield terms in (8),
which is then splitted into the difference ufar

T = V ψ − unear
T of the whole potential

and the nearfield,

∑

T∈T

‖h1/2∇Γufar
T ‖2L2(T ) !

∑

T∈T

‖∇V ψ‖2
L2(eUT )

+
∑

T∈T

‖∇unear
T ‖2

L2(eUT )

We ensure that only a bounded number of ŨT overlap, such that the terms on the
right hand side can be estimated by stability of the potential V ψ and the locality
of the nearfield analogous to (9).
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3. Applications

3.1. Convergence of adaptive BEM. For given data f , the (unknown) solution
φ of the weakly-singular integral equation

V φ = f(10)

can be approximated adaptively by a Galerkin method. To that end, we employ
the following adaptive algorithm.

Algorithm 3.1. Input: coarse mesh T0, approximation order p ∈ N0, parameter
θ ∈ (0, 1), counter - := 0.

(i) compute Galerkin solution Φ" ∈ Pp(T") of (10).
(ii) for every T ∈ T", compute error indicator

ρ"(T ) := ‖h1/2
" ∇Γ(V Φ" − f)‖L2(T ).

(iii) choose a set M" ⊆ T" of minimal cardinality such that

θ
∑

T∈T

ρ"(T )2 ≤
∑

T∈M!

ρ"(T )2.

(iv) refine at least the elements M" in T" and obtain T"+1.
(v) increase counter - := - + 1 and goto (i).

Output: sequence of solutions (Φ")"∈N0 , sequence of estimators, (ρ")"∈N0 .

We can employ the inverse estimate for V to show that the adaptive Algo-
rithm 3.1 converges, cf. [7]:

Theorem 3.2. The sequence of Galerkin solutions (Φ")"∈N0 computed by Algo-
rithm 3.1 converges to φ, i.e.,

‖φ− Φ"‖H−1/2(Γ) → 0.

Two important observations regarding algorithm 3.1 are the following:

• In [4], it is shown that the estimator ρ", employed in Algorithm 3.1, is
reliable, i.e.,

‖φ− Φ"‖H−1/2(Γ) ! ρ" :=
(∑

T∈T

ρ"(T )2
)1/2

.(11)

• Arguments from [3] show that Algorithm 3.1 converges a priori, i.e.,

‖Φ"+1 − Φ"‖H−1/2(Γ) → 0.(12)

Using the contraction of the mesh size on refined elements, it is possible to show
that Algorithm 3.1 yields the so-called estimator reduction

ρ"+1 ≤ κρ" + Cred‖h1/2
"+1∇ΓV (Φ"+1 − Φ")‖L2(Γ)(13)

with some κ ∈ (0, 1) and Cred > 0. This means that ρ" is a contraction up to
a perturbation term, which consists of the difference of two successive Galerkin
solutions, measured in a stronger norm compared to (12). We use the inverse
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estimate (6) to bound the perturbation term by the weaker H−1/2 norm and use
the a priori convergence (12),

‖h1/2
"+1∇ΓV (Φ"+1 − Φ")‖L2(Γ) ! ‖Φ"+1 − Φ"‖H−1/2(Γ) → 0.(14)

Hence, we conclude from (13) and (14) that ρ" is a contraction up to a zero sequene.
¿From basic calculus, we infer that ρ" → 0. Due to reliability (11), we conclude
the statement of Theorem 3.2.

3.2. Convergence of adaptive FEM-BEM coupling. We adaptively solve a
Laplace transmission problem with given Dirichlet and Neumann jumps u0 and
φ0. We use the symmetric FEM-BEM coupling formulation and seek u ∈ H1(Ω)
and φ ∈ H−1/2(Γ) s.t.

〈∇u , ∇v〉Ω + 〈Wu + (K ′ − 1/2)φ , v〉Γ = 〈f , v〉Ω + 〈φ0 + Wu0 , v〉Γ
〈ψ , V φ− (K − 1/2)u〉Γ = −〈ψ , (K − 1/2)u0〉Γ,

hold true for all v ∈ H1(Ω) and ψ ∈ H−1/2(Γ). We stress that the following argu-
ments also apply to other couplings, e.g. the Johnson-Nédélec or Bielak-McCamy
coupling. For a posteriori error estimation, we use a combination η" of the residual
FEM error estimator and the weighted residual BEM estimator ρ" from Subsec-
tion 3.1, cf. [1]. Again, an adaptive algorithm of the form of Algorithm 3.1 exhibits
the estimator reduction for η", where strong norms involving all 4 boundary in-
tegral operators appear in the perturbation terms. This strong norms can be
estimated by the inverse estimates from Theorem 1.3, such that we obtain η" → 0,
cf. Subsection 3.1, which results in convergence of the adaptive coupling due to
the reliability of η", cf. [1].

3.3. Efficiency of weighted residual estimates in BEM. The inverse esti-
mate for V can be used to show the efficiency of the residual error estimate ρ"
from Subsection 3.1 for d = 2. We recall that φ is the exact solution of the weakly
singular integral equation (10), and Φ" ∈ P0(T") denotes a lowest-order Galerkin
solution. The estimate for V in Theorem 1.3 states that

ρ" = ‖h1/2
" ∇ΓV (φ− Φ")‖L2(Γ) ! ‖φ− Φ"‖H−1/2(Γ) + ‖h1/2

" (φ− Φ")‖L2(Γ).

By an explicite use of the singular behaviour of φ on polygonal boundaries, we can
bound the last term in the preceding estimate and obtain the following, cf. [2].

Theorem 3.3 (Efficiency of ρ" in 2D). If f ∈ Hs(Γ) for s > 2, then

ρ" ! ‖φ− Φ"‖H−1/2(Γ) + hot",

where, for all ε > 0,

hot2" =
∑

T∈T

hot"(T )2 and hot"(T ) ≤ Choth"(T )min(s,5/2)−1/2−ε.

The constant Chot depends only on Γ, an upper bound of the shape regularity
constant of T", s, and ε.
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If we again restrict to globally uniform meshes, we see that the preceding The-
orem yields, for some ε > 0,

ρ" ! ‖φ− Φ"‖H−1/2(Γ) + O(h3/2+ε
" ).

As the optimal rate of convergence for lowest order BEM is O(h3/2), we obtain
efficiency of ρ" up to terms of higher order.
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Rapid prototyping of Boundary Element Methods with BETL

Lars Kielhorn

The Boundary Element Template Library (Betl) [2] implements building blocks
for the 3D Galerkin discretization of quite arbitrary boundary integral operators.
It equally aims for rapid prototyping of new Boundary Element Methods as well
as for the development of industrial-strength BEM solvers.

Betl’s implementation is based on generic software paradigms. Entirely writ-
ten in C++, its core functionality is implemented as a header-only library, which
makes it highly portable and attractive for being used with existing C++ codes.

The present work gives a short overview on Betl and its features. Beside this,
we present example problems such as the transmission problem for composite
scatterers [1], which easily can be tackled by making use of Betl. In particular,
we focus on how Betl mimics the mathematical notion of the involved boundary
integral operators and their respective discrete trace spaces.

Keywords: Integral equations, Boundary element software library, software de-
sign
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Some FE and BE based approaches for boundary control problems

A. Kimeswenger

(joint work with O. Steinbach)

In this talk some approaches will be presented to handle boundary control
problems. As the Dirichlet datum is typically considered in H

1
2 (Γ) when dealing

with partial differential equations, the same will be done for the control variable.
The Steklov-Poincaré operator is used to realize the H

1
2 (Γ) regularization. When

dealing with boundary control problems, one has to treat an optimality system
containing a primal problem, a dual problem and an optimality condition. In the
case of bounded domains a FE, a BE and a FE/BE approach will be presented
to handle the optimality system. For unbounded domains the coupled FE/BE
approach will turn out to be suitable and practicable. A standard FE and/or BE
discretization will be used and some 2d simulations will be discussed. To handle
box constraints a semi-smooth Newton method will be used.

Keywords: Boundary control problems, FE/BE approach
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Influence of depth of embedment and material configuration on the
coupled rocking-transverse vibration of rigid plates

Josue Labaki

(joint work with Euclides Mesquita, R. K. N. D. Rajapakse)

This paper examines the steady-state rocking and horizontal vibratory response
of a rigid circular plate at different embedment configurations within viscoelastic,
transversely isotropic, three-dimensional layered media. A Green’s function for
the aforementioned media has been derived by Rajapakse and Wang [1]. The
Cauchy-Navier equations were solved by using Hankel integral transforms. The
viscoelastic behavior of the medium is introduced by the elastic-viscoelastic cor-
respondence principle. Boundary-value problems corresponding to the cases of
distributed horizontal and rocking ring loads are considered.

The case of rigid a plate embedded at the interface of three dimensional trans-
verse isotropic layers is formulated in terms of a discretized integral equation,
which couples the rigid body displacements of the plate with the tractions acting
over its contact surface through a set of displacement influence functions. The
disc is discretized into a number of annular discs, and over each of these elements
the tractions are considered to be constant. The system of resulting discretized
integral equations is solved numerically, which gives the tractions over each disc
element. The case of bimaterial interfaces is characterized by a coupling of the
rocking and horizontal response of the plate, which depends on the properties of
the interfacing media. Horizontal excitations result not only in horizontal displace-
ment of the plate, but also in its nutation (rocking rotation). Rocking excitations
result in nutation and horizontal displacement of the plate. This paper focuses on
the cross response of the plates, i.e., their horizontal displacements due to rock-
ing moments (CXM ) and their rotations due to horizontal loads (CMX ). In the
case of embedment of the plate within a homogeneous full-space, and because the
traction distributions on both surfaces of the plate are balanced, both CXM and
CMX are zero. It has been observed that embedment configurations which differs
from this case results in non-zero CXM and CMX [2]. The most extreme case
is when the plate rests on the surface of an unbounded half-space. This paper
investigates three representative embedment configurations within these two lim-
its. The first case considers that the plate rests on the surface of an unbounded
half-space. The second case considers that the plate is embedded at a finite depth
within a layered medium, each layer of which can be made of a different trans-
versely isotropic material. In the third case, the plate is embedded at the interface
of two unbounded half-spaces of different materials. The understanding of the
cross response of embedded plates is fundamental to the proper design of buried
foundations and anchors in non-homogeneous anisotropic soils.

Keywords: Embedded foundations, Soil-foundation interaction, Transverse isotropy.
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Fast Multipole BEM For Thin Plate Bending Problems

Yijun Liu

(joint work with Shuo Huang)

A new fast multipole boundary element method (BEM) for analyzing large-scale
thin plate bending problems will be presented in this talk. Thin plate bending
problems are governed by bi-harmonic equation under given boundary conditions.
This PDE can be transformed into two direct boundary integral equations (BIEs)
that are sufficient to solve the unknown boundary variables deflection, rotation,
shear force, or bending moment two at each boundary point [1, 2, 3]. New
fast multipole formulations are developed for the two direct BIEs based on the
results for 2D potential problems [4]. Large-scale BEM models of thin plates with
numerous holes (perforated plates) are solved using the new fast multipole BEM
to characterize their mechanical responses (such as the effective bending stiffness
of perforated plates). The BEM results are compared with analytical solutions or
finite element solutions, and good agreements are observed.
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p-BEM and hp-BEM – efficient methods for achieving high accuracy

Matthias Maischak

It is well known, that we can achieve exponential fast convergence by approxi-
mating the solution of a pde using either the p-version bem or fem if the solution is
smooth, or using the hp-version with geometrical refined mesh if the solution has
singularities [2, 3]. Achieving exponential fast convergence asymptotically proves
to be surprisingly difficult, due to requirements on memory, solution time and the
necessary numerical precision.

In this presentation we investigate changes necessary to an existing fem/bem
code, software tools for converting the code to a different data type using a multi-
precision package [1] and discuss implementation issues which arise from consid-
erable more time and memory consuming arithmetic operations.

We will compare standard double precision (hardware supported), quad preci-
sion (compiler supported) and higher precision (additional Software package [1]).
We will present examples achieving errors with 1e-20 or less using p- and hp fem-
bem methods in 1,2 and 3 dimensions.
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BEM Analysis of Quasistatic Delamination of Viscoelastic Bodies with
Very Small Viscosity

Vladislav Mantič

(joint work with Christos G. Panagiotopoulos, Tomáš Roub́ıček)

Quasistatic delamination of viscoelastic solid bodies is examined. Whereas the
so-called energetic solution may produce an unrealistically too early delamina-
tion, considered as energy-driven, when a certain small viscosity is assumed for
approximately elastic bodies, stress-driven delamination may occur, which is in
agreement with experiments. In the present work the Kelvin-Voigt rheology is
assumed and delamination of a viscoelastic body of a very small viscosity glued
by a thin adhesive layer to a rigid outer boundary is studied. This adhesive layer
stores and dissipates a specific amount of energy during the delamination process.
Damage of the layer is characterized by a scalar damage variable. A numerical
procedure based on energy considerations is implemented in a collocation BEM
code. The solution of a delamination problem for vanishing viscosity is presented
and compared to the energetic solution.

1. Introduction

Quasistatic (neglecting inertia effects) inelastic processes on interfaces between
solids referred to as delamination or debonding have intensively been studied in
the last decades. The time scale of such processes is often much faster than
the external loading time scale, and such processes are then modelled as rate
independent [1, 2, 3, 4, 5, 6]. The above mentioned inelastic phenomena typically
lead to sudden jumps during evolution, due to the nonconvexity of the governing
stored energy and then it is not entirely clear which solution concept suits well for
a specific application. The “physically” safe way to solve this problem is to reduce
rate-independency on only such variables with respect to which the stored energy
is convex, the resting ones being subjected to certain viscosity. Such viscosities can
be very small and are usually completely neglected. However, although arbitrarily
small, such viscosities are critically important to keep energetics valid. In the
limit, we thus get some solutions of the underlying rate-independent system which,
however, might be different from solutions arising when viscosity are directly zero
and global energy minimization is applied. In the present work bulk viscosity and
fully rate-independent inelastic delamination are considered.

We confine ourselves to viscoelastic bodies at small strains and we consider the
viscosity in the Kelvin-Voigt rheology [7], which is the simplest rheology which
makes the desired effect of natural prevention of the too-early delamination [8, 9].
We mainly focus on the case of very small values of viscosity as well as on the
inviscid problem, where viscosity coefficient χ vanishes.

2. Quasistatic delamination problem of a viscoelastic body

We consider the standard model of a unilateral frictionless Signorini contact.
The quasistatic boundary-value problem for the displacement u in a viscoelastic
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domain Ω and the so-called delamination parameter z on the adhesive-contact
part of boundary ΓC ⊂ Γ := ∂Ω (z ∈ [0, 1]), representing Frémond’s concept [10]
of delamination, is defined as [8, 9]:

div Cε + f = 0 with ε = ε(u,
.

u) = χe(
.

u) + e(u) on Ω,(1a)

u = wD on ΓD,(1b)

t(ε) = g on ΓN,(1c)

tt(ε) + z
(
Ku−

(
(Ku)·8n

)
8n
)

= 0,

u·8n ≥ 0, tn(ε)+z(Ku)·8n ≥ 0,
(
tn(ε)+z(Ku)·8n

)(
u·8n

)
= 0,

.

z ≤ 0, d ≤ α,
.

z(d−α) = 0,

d ∈ 1
2Ku·u + N[0,1](z)





on ΓC,(1d)

where traction vector and its normal and tangential components, respectively, are
defined on ΓC ∪ ΓN by the formulas

t(ε) =
(
Cε

)∣∣
Γ
8n, tn(ε) = 8n

(
Cε

)∣∣
Γ
8n, tt(ε) =

(
Cε

)∣∣
Γ
8n− tn(ε)8n,(1e)

with 8n = 8n(x) being the unit outward normal to Γ, C is the 4th-order tensor of
elastic moduli, e(u) = 1

2 ((∇u)) + ∇u) is the small-strain tensor, χ a “Kelvin-
Voigt” relaxation time, K the matrix of elastic moduli of the adhesive and d
driving energy for delamination. The loading f , g, and wD in (1a-c) depend on
time t. The parameter α > 0 in (1d) is a given phenomenological scalar quantity
(possibly a function of x ∈ ΓC) with the meaning of a specific energy needed
(and thus deposited in the newly created surface) to delaminate a unit surface
under adhesion or, equally, the energy dissipated by this delamination process. In
engineering, α is also called fracture toughness (or fracture energy). The initial-
value problem for (1a-e) is further defined by prescribing the initial conditions

u(0) = u0 and z(0) = z0.(1f)

The inviscid limit problem arising for χ→ 0 is a quasistatic problem for purely
elastic material which consists in replacing (1a) by

div Ce(u) + f = 0 on Ω,(2)

and in replacing t(ε) by t(e(u)) in (1c) and similarly tn(ε) and tt(ε) by tn(e(u))
and tt(e(u)) in (1d) with t(·), tn(·), and tt(·) again from (1e). This limit rate-
independent problem itself, however, does not record any trace of energy dissipated
by viscosity in the bulk during rupture of the delaminating surface, but there
are explicit examples [9], showing that this energy is not negligible no matter
how the viscosity coefficient χ > 0 is small. This leads to a notion of Kelvin-
Voigt approximable solution (u, z, µ) [8, 9] to this limit rate-independent problem
involving a certain so-called defect measure µ recording this dissipated energy,
which somehow remains even if viscosity coefficient χ vanishes, χ→ 0.



Symposium IABEM 2013 95

In the vanishing viscosity limit the energy equality has the form [8, 9]:

(3) E (t, u(t), z(t))

+

∫

ΓC

α
(
z0−z(t)

)
dS +

∫ t

0

∫

\Ω
µ(dxdt) = E (0, u0, z0) +

∫ t

0

〈.
f , u

〉
dt,

where a suitable functional f(t) has been defined by

〈
f(t), v

〉
:=

∫

Ω
f(t)·v − Ce

(
χ
.

uD(t)+uD(t)
)
:e(v) +

∫

ΓN

g(t)·v dS.(4)

Here, the measure µ, invented in [8], reflects the possible additional dissipated
energy of Kelvin-Voigt-approximable solutions when compared to the so-called
energetic solutions. This fact produces an essentially stress driven rupture of
Kelvin-Voigt approximable solutions, in opposite to the energy-driven rupture of
energetic solutions, where the energy dissipated by delamination is compensated
by the elastic energy got from the bulk and adhesive.

3. Time discretisation

After semi-implicit time discretisation and using an equidistant partition of the
time interval [0, T ] with a time step τ > 0 such that T/τ ∈ N, the problem may
be cast to two convex minimization problems: first, we





minimize E (kτ, u, zk−1

τ ) + τRχ

(u−uk−1
τ

τ
, 0

)

subject to u ∈ H1(Ω; Rd), u|ΓD = 0, u|ΓC ·8n ≥ 0
(5a)

and then, denoting its unique solution by uk
τ , we

{
minimize E

(
kτ, uk

τ , z
)

+ Rχ

(
0, z−zk−1

τ

)

subject to z ∈ L∞(ΓC), 0 ≤ z ≤ zk−1
τ

(5b)

with the stored energy E and the dissipation (pseudo)potential Rχ defined by

E (t, u, z) =

∫

Ω

1

2
Ce(u):e(u)dx +

∫

ΓC

1

2
zKu·udS −

〈
f(t), u

〉
,(6a)

Rχ(
.

u,
.

z) =

∫

Ω

χ

2
Ce(

.

u):e(
.

u)dx−
∫

ΓC

α
.

z dS.(6b)

The time discrete analog of the energy equality equation [5] degenerates to the
(im)balance equation [8, 9]:

∫ t

0

(∫

Ω
χCe(

.

uχ,τ ):e(
.

uχ,τ )dx +

∫

ΓC

α
(
z0−zχ,τ (t)

)
dS − 〈

.

f τ , uχ,τ 〉
)

dt(7)

+ E (t, uχ,τ (t), zχ,τ (t))− E (0, u0, z0) =: Eχ,τ (t) ≤ 0,

for any t = kτ , k = 1, ..., T/τ and uχ,τ the piecewise constant “forward” inter-
polant. The residuum Eχ,τ ∈ L∞(I) in the discrete energy (im)balance (7) can be
controlled by making the time step τ > 0 sufficiently small [9].



96 January 9–11, Santiago de Chile

rigid obstacle
ΓN

vD horizontal

ΓD
ΓN

ΓN

adhesive ΓC

250 mm

25 mm visco-elastic body Ω

Figure 1. Geometry and boundary conditions of the problem.

Figure 2. Spatial distribution of the energy dissipated (J/m) by

viscosity,
∫ t
0 χCe(

.

uχ,τ ):e(
.

uχ,τ )dt, at the time of total rupture.

4. Spatial discretisation by collocational BEM

The BEM combined with linear-quadratic programming for variables defined on
ΓC provides an efficient numerical solution to the above problem as all nonlinear
effects are exclusively located on ΓC. BEM standardly uses a fundamental solution,
which is quite simple in the static case of a homogeneous isotropic elastic material
considered. Yet, we have to calculate the viscoelastic modification and here we ben-
efit from choosing the ansatz of the tensor of viscous moduli as simply proportional
to the elastic moduli, i.e. χC. Therefore we can use the BEM with the same funda-
mental solution as in the static case for a new variable vk

τ := uk
τ +χ(uk

τ−uk−1
τ )/τ .

Then, in terms of this new variable, one obviously has the Kelvin-Voigt strain
εk
τ = e(vk

τ ), the velocity (uk
τ−uk−1

τ )/τ = (vk
τ−uk−1

τ )/(τ+χ), and the displacement
uk
τ = (τvk

τ+χuk−1
τ )/(τ+χ), which is to be used in the time discretized system of

equation of motion. Then, like in (5), one constructs the corresponding minimiza-
tion problems in terms of (vk

τ , zk
τ ). The evaluation of the energy balance (7) in

terms of v is possible at least approximately.

5. Numerical example

We demonstrate applicability of the current methodology to a nontrivial prob-
lem where the defect measure µ is unknown and non-uniformly distributed in
space. The hard-device loading is given by wD(t) = vDt with |vD| = 333.3 µm/s,
Fig. 1. The bulk’s elasticity modulus is E=70GPa and the Poisson ratio ν=0.35,
while we consider K = diag(Kn, Kt) with Kn = 150 GPa/m and Kt = 75 GPa/m,
and the fracture toughness α = 187.5 J/m2. We use χ = 0.01s and a time step
τ = 5×10−3s, for the calculations.



Symposium IABEM 2013 97

time (s)

re
ac

ti
on

fo
rc

e
(k

N
/m

) vertical
horizon.

time (s)

re
ac

ti
on

fo
rc

e
(k

N
/m

) vertical
horizon.

Figure 3. Vertical and horizontal components of the reaction
force on the Dirichlet loading for small viscosity χ = 0.01s and
energy well preserved (left) compared with the inviscid solution
calculated by a semi-implicit method but with the energy balance
completely violated (right).
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Figure 4. Horizontal and vertical components of reaction force
with time for the energetic solution approximation (ES) and direct
calculation of the inviscid solution approximation (IS).

Fig. 2 displays the overall dissipation, at the time of total rupture (t = 0.36s),

which approximates the total variation of the defect measure
∫ t
0 [µ(·, x)](dt) as a

function of x. It is not surprising that the dissipated energy is bigger in the right-
hand part of the specimen which is particularly stretched during the delamination.
Noteworthy this energy is not localized along ΓC.

Fig. 3(left) displays the force response t :→
∫
ΓD

t(ε(u,
.

u))(t, x)dS. A comparison
with the force response obtained by the simplified inviscid algorithm, using a semi-
implicit method but energy balance completely violated, see Fig. 3(right), gives a
surprisingly excellent match.
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Now, the results obtained by the inviscid case of the above example are com-
pared with those computed for the same configuration utilizing similar algorithms
based on the concept of energetic solutions [6]. Here, for both calculations a finer
time step τ = 8.33×10−4s is used. Fig. 4 shows that actually the simplified inviscid
solution approximation (IS) avoids the early rupture presented in the energetic so-
lution approximation (ES). In principle, our semi-implicit time discretisation works
for χ = 0, too. Actually, solving directly the inviscid problem is algorithmically
much simpler. Yet, we cannot expect reasonable results if χ will converge to 0 too
fast with respect to τ , and in particular if straight χ = 0 would be used [9]. The
stress-driven rupture seems to be much more natural than the energy-driven one
(especially if a large bulk would lead to an extremely early delamination). From
the numerical results for the computed reaction forces in time obtained by the
respective approximations it may be observed that a too early rupture present in
the energetic solution is avoided by using the simplified inviscid algorithm. Note
that these two variants of approximations might also be seen as a discussion on
global versus local minimization in mathematical literature [11, 12].
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[4] T. Roub́ıček, M. Kruž́ık and J. Zeman. Delamination and Adhesive Contact Models and
Their Mathematical Analysis and Numerical Treatment. In Math. Methods & Models in
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Using an Interface Damage and Plasticity Model. Comput. Mech. (submitted).
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Iso-geometric Boundary Element Methods for Tunneling

Benjamin Marussig

(joint work with Christian Duenser, Gernot Beer)

Since the first book [1] published in 2009 iso-geometric methods have gained in-
creasing popularity. The term iso-geometric is supposed to convey that the same
(=iso) NURBS functions (-geometric) as they are used in CAD programs are used
for the description of the geometry as well as for the variation of the unknown.
This is expected to shortcut the way from the problem definition to the results of
the simulation, basically eliminating the need for mesh generation. In this paper a
variation of the iso-geometric concept will be presented where different functions
are used for the description of the geometry and the variation of the unknowns.
The motivation comes from tunneling, because the cross-section of a tunnel can
be described exactly with a few NURBS curves.

1. NURBS (Non-Uniform Rational B-splines)

1.1. Basis function. NURBS are generalizations of B-splines and B-spline basis
functions Ni,p are defined by a knot vector Ξ, which is a non-decreasing sequence
of coordinates in the parametric space u. The coordinates ui themselves are called
knots and the half-open interval [ui, ui+1) is called the ith knot span. The basis
functions Ni,p are defined recursively, starting with piecewise constant (p = 0)
function, where the support of each Ni,0 is contained in the ith knot span.

(1) Ni,0(u) =

{
1 if ui $ u < ui+1

0 otherwise

Higher order basis functions (p = 1, 2, 3, . . . ) are defined by

(2) Ni,p(u) =
u− ui

ui+p − ui
· Ni,p−1(u) +

ui+p+1 − u

ui+p+1 − ui+1
· Ni+1,p−1(u)

which is basically a linear combination of basis functions of the previous order
(p− 1). Therefore the support of each Ni,p is no longer contained in only one, but
all knot spans of its previous basis functions, [ui, ui+p+1). Basis functions usually
have p− 1 continuous derivatives, but if a knot uj is repeated k times within their
interval, the number of continuous derivatives at uj decreases by k. An example
for basis functions and the influence of repeated knots is shown in Figure 1. Note
that each basis function is non-negative and has local supports. The sum of all
basis functions at a specific coordinate u is always 1. The knot vector is made of
N + p + 1 components, where N is the total number of basis functions (n + 1).

B-spline curves are build by a linear combination of given basis functions,

(3) C (u) =
n∑

i=0

Ni,p(u) · Bi

where the corresponding coefficients Bi are called control points. They affect the
shape of the curve in some way, depending on the corresponding basis function
Ni,p, as illustrated in Figure 2. For instance, if Ni,p is interpolatory the control
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N0,2

N1,2

N2,2

N3,2

N4,2

N5,2

N6,2

N7,2

0 0.2 0.4 0.6 0.8 1

1

Figure 1. Basis functions for a non-uniform knot vector Ξ =
{0, 0, 0, 0.2, 0.2, 0.4, 0.6, 0.8, 1, 1, 1}.

point is on the curve and determines the position of this knot in the physical space,
just like nodal coordinates in conventional analysis. In all other cases the control
points attract the curve, but do not lie on it. Hence there is no concrete physical
interpretation of their values.

The definition of a NURBS curve is exactly the same as for a B-spline curve. But
as the name implies, the NURBS basis functions are piecewise rational functions,
based on B-splines and in general, the knot vectors of these B-splines can be
non-uniform. NURBS basis functions are given by

(4) Ri,p(u) =
Ni,p(u) · wi∑n

j=0 Nj,p(u) · wj
=

Ni,p(u) · wi

W (u)

where wi refers to the ith weight, which is associated to the control point Bi. The
dominator is called weighting function W (u). Basically Ri,p is a modification of
Ni,p and both are identical if all weights are set equal to 1. But because of the
weights wi the influence of a specific Ri,p can be modified. Thus, a multitude of
very common objects in engineering design, like conic sections, can be described
exactly.

1.2. Refinement. There are two mechanism to refine the basis of a NURBS curve,
thereby the NURBS curve itself does not change neither geometrically nor para-
metrically. Both expand a given knot vector Ξ to an extended knot vector \Ξ,
such that Ξ ⊂ \Ξ. Based on \Ξ new basis functions \Ri,p are defined.

B0

B1

B2

B3 B4

B5

B6

B7

Figure 2. B-spline curve build by a set of control points Bi and
the basis function Ni,2 of Figure 1.
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The first mechanism is called knot insertion. Thus new knots are inserted
into the knot vector. The new control points \Bi and weights \wi are a linear
combination of the original control points Bi and their weights wi.

Order elevation is the other mechanism. To elevate the order by k the existing
knots are replicated k times. For the computation of the new control points \Bi

and weights \wi it is proposed by Piegl and Tiller [4] to perform the order elevation
in the following steps. First subdivide the NURBS curve into Bézier segments1 by
knot insertion, second order elevate these segments, third combine them afterwards
again to get the NURBS curve again.

2. Isogeometric Boundary Element Method

This section focuses on two dimensional elasticity problems, but the explana-
tions are equally valid for the three dimensional case. The boundary integral
equation for an elastic continuum can be written as (Beer et al. [6])

(5) c (P ) · u (P ) =

∫

S
U (P, Q) · t (Q) dS −

∫

S
T (P, Q) · u (Q) dS

where P is the source point and Q is the field point on the boundary S. The
coefficient c (P ) is a free term related to the boundary geometry. u (Q) and t (Q)
are the displacements and tractions on the boundary and U (P, Q) and T (P, Q)
are matrices containing Kelvin’s fundamental solutions (Kernels) for the displace-
ments and tractions, respectively.

2.1. Discretisation. As mentioned before, unlike the conventional Boundary El-
ement Method the isogeometric concept uses NURBS curves for the representation
of the elements geometry x(u).

(6) x(u) =
n∑

i=0

Ri,p(u) · Bi

Regarding to tunneling problems the geometry is usually described by arcs,
which can exactly represented by simple NURBS curves. However these NURBS
curves may not able to sufficiently discribe the displacements and tractions. Be-
cause the geometry is already exactly defined we propose to only refine the basis of
the variation of the unknowns. So the representation of the elements traction te(u)
and displacement ue(u) is

(7) te(u) =

\n∑

i=0

\Ri,p(u) · qe
i , ue(u) =

\n∑

i=0

\Ri,p(u) · de
i n < \n

The extended basis functions \Ri,p are the basis functions Ri,p refined by knot
insertion, order elevation or both. qe

i and de
i are coefficients that arise from the

refinement procedure. These coefficients have the same characteristics as the con-
trol points \Bi of a refined NURBS curve. Hence, they have to be considered as
control points for the description of te and ue, respectively, but do not correspond

1The curve becomes interpolatory at every knot value ui.
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u(C0) u(C1) u(C2)

1

10.80.60.40.20

C1

C0 = B0
B1

C2 = B2

Figure 3. Collocation points Ci in the parametric and physical
space for Ξ = {0, 0, 0, 1, 1, 1}.

to physical values, unless the basis function \Ri,p is interpolatory. The discretized
integral equation (5) can now be written as

c (Pa)

\n∑

i=0

\Ri,p(u(Pa)) · dec
i =

E∑

e=1

\n∑

i=0

(∫

Se

U (Pa, Q) · \Ri,p dS

)
· qe

i

−
E∑

e=1

\n∑

i=0

(∫

Se

T (Pa, Q) · \Ri,p dS

)
· de

i

for a = 0, 1, 2, . . . , \n

(8)

where ec indicates the element where the collocation point resides and E is the
number of elements. Note that the free term c not only occurs in the diagonal of
T but, if the collocation point does not coincide with a control points, also occurs
off the diagonal.

Due to the fact that the control points may not lie on the element or rather
on the boundary, the collocation points Ci do not coincide with the control point,
as shown in Figure 3. Thus, their coordinates have to be computed. According
to Kang Li et al. [5], the best numerical accuracy and robustness is given by the
Greville abscissae scheme, which defines the coordinates within the parametric
space as

(9) u(Ci) =
ui+1 + ui+2 + · · · + ui+p

p
i = 0, 1, . . . , n

2.2. Boundary Condition. Considering a pure Neumann problem the tractions
over the boundary are known. For excavation problems they are computed directly
related to the outward normal n

(10) t = σ0 · n

where σ0 is the virgin stress tensor.
Or by computing the corresponding control parameters qe

i by

(11) [R]−1 {te} = {qe}
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3. Test example

In a two-dimensional example, we present the isogeometric Boundary Element
Method for an excavation of a NATM tunnel in an infinite domain, subjected to a
vertical compressive virgin stress p of magnitude 1.0MPa. The material properties
are E = 10 000 MPa and ν = 0, 0. The reference solution is calculated using a
conventional iso-parametric analysis with 62 quadratic boundary elements.

The half of the tunnel is described by three arcs. Therefore we assume a de-
scription of the geometry with only one NURBS curve per arc as illustrated in
Figure 4. Quadratic NURBS basis functions (p=2) are used and the associated
knot vectors are Ξi = {0, 0, 0, 1, 1, 1}.

Knot insertion as well as order elevation was used to enrich the basis of the
variation of the unknowns. Figure 5 shows the deformed shape of the tunnel after
the excavation and the corresponding values for the displacements in y–direction
after the first order elevation (p=3).

B1 B2

B3

B4

B5B6B7B8
B9

B10

B11

B12

Bi xi yi wi
1 0.0 5.65 1.0
2 4.55 5.65 0.707
3 4.55 1.1 1.0
4 4.55 -0.97 0.82
5 2.61 -1.67 1.0
6 1.33 -2.04 0.99
7 0.0 -3.16 1.0

Ei l1 l2 l3
1 1 2 3
2 3 4 5
3 5 6 7
4 7 8 9
5 9 10 11
6 11 12 1

Figure 4. Element connectivity l and geometrical details.

Figure 5. Displacements along the boundary using cubic
NURBS basis functions.
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Figure 6. Error of the displacements measured in the L2-norm.

For a comparison with the reference solution the relative error of the displace-
ments around the boundary measured in the L2-norm was taken. In Figure 6 all
results related to the used order p are represented in a line.
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Generalized Maxwell’s Methodology for Evaluating the Effective
Properties of Orthotropic Composites

Sofia G. Mogilevskaya

(joint work with Steven L. Crouch, Henryk K. Stolarski)

This talk describes an application of the generalized Maxwell’s methodology to
evaluation of the effective properties of fiber-reinforced composites that exhibit the
overall orthotropic behavior. It is assumed that the effective properties of the mate-
rials can be deduced from the comparison of the far-field asymptotics of the elastic
fields due to a representative cluster of fibers, or pores embedded in an infinite
matrix and subjected to far-field loads with those due to a cylindrical orthotropic
inhomogeneity with the effective properties to be found. Contrary to the classi-
cal Maxwells approach, the interactions between all the constituents in the cluster
that represent the material in question are precisely accounted for (using the BEM
technique), which allows to capture the microstructure induced anisotropy. Com-
parison of the numerical results obtained by the proposed approach with those
available in the literature for the materials with periodic structure exposes its
accuracy and efficiency.

The work is an extension of the previous studies by the same authors related
to isotropic and transversely isotropic composite materials. Keywords: Integral

equations, composite materials
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Boundary Element Methods for Electrostatic Field Problems with
Floating Potentials

Günther Of

(joint work with Dominic Amann, Andreas Blaszczyk, Olaf Steinbach)

For the solution of electrostatic field problems we discuss several boundary in-
tegral formulations. In particular, we present and compare two approaches on how
to handle floating potentials, i.e., domains in which the potential has a constant
but unknown value.

The frist approach is to treat the floating potential as a dielectricum with a very
high relative permittivity. Thus one achieves an approximation of the potential
which is almost constant.

The second approach is a saddle point formulation which includes the unknown
constant value of the potential in the floating domain as an Lagrangian multiplier
into the formulation. As constraint the flux over the boundary of the floating
potential has to vanish.

For both approaches an indirect formulation using the single layer potential
and a Steklov–Poincaré interface formulation are considered. The strengths and
weaknesses of the presented formulations are demonstrated for several numerical
examples. Besides academic examples, real life problems like transformers are
presented.

Keywords: boundary element method, electrostatic field problems, floating po-
tential
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Fast boundary element analysis for 3D magneto-electro-elastic
bimaterial

Ernian Pan

(joint work with Yanfei Zhao)

Magneto-electro-elastic (MEE) materials are widely used in smart structures
and nano-electromechanical systems due to their extraordinary mechanicalelectro-
magnetic coupling properties. Several numerical methods including FEM and
BEM have been developed to investigate MEE. However, few studies can be found
in the existing literature about the BEM analysis of 3D MEE bimaterial under
general extended loading over a circular area.

On the other side, fast BEMs such as fast multipole method or adaptive cross-
approximation (ACA) approach have been used to efficiently reduce the computing
operations and memory requirements for solving various engineering problems us-
ing BEM. However, the existing fast BEMs have been mainly applied to elastic
problems and its application to inhomogeneous MEE materials in 3D has not been
achieved yet. Therefore, it is of significant and interesting research in developing
the most efficient fast BEM for the 3D inhomogeneous MEE materials.

A 3D fast boundary element analysis of MEE bimaterial is presented in the
study. First, the analytical solutions or fundamental solutions are derived in 3D
anisotropic MEE bimaterial space subject to different extended dislocation or trac-
tion distributions within a horizontal circular area by virtue of the Stroh formalism
and Fourier transformation. The final expressions are in elegant line integral and
can be reduced to various simpler cases. Then, the obtained BIEs are calculated
by fast multipole method or ACA approach. The results from the proposed fast
BEMs are compared with the analytical ones to show the accuracy and efficiency of
the new algorithm. The study will provide an important basis for further research
in fast BEM with applications to MEE materials, and could be extended to the
multi-layered and multi-domain inhomogeneous MEE materials or composites.

Keywords: BEM, Fast multipole method, ACA, Magnetoelectroelastic, 3D, Bi-
material, Dislocation, Traction, Circular area, BIE.
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DPG method with optimal test functions for hypersingular operators
in two dimensions

Felipe Pinochet

(joint work with Norbert Heuer)

The discontinuous Petrov-Galerkin (DPG) method with optimal test functions
is known to deliver the best approximation in the energy norm, see [1] for standard
elliptic boundary value problems. The method has several advantages, among
them the possibility to calculate the error rather than estimating it (up to the
approximation of the so-called trial-to-test operator). In this way, reliability and
efficiency of error estimators is not an issue and adaptivity can be implemented in
a natural way.

In this talk we present a first study of the DPG method with optimal test
functions for the approximation of solutions to hypersingular boundary integral
equations, governing the Laplacian in two dimensions. We present the underlying
ultra-weak variational formulation (which gives rise to an approximation in L2

rather than H1/2) and show numerical results that confirm the expected perfor-
mance of the method.

Support by FONDECYT project 1110324 and CONICYT project Anillo ACT1118
(ANANUM) is gratefully acknowledged.
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Black-Box Preconditioning of BEM matrices by H-matrix techniques

Dirk Praetorius

(joint work with Markus Faustmann, Jens Markus Melenk)

The matrices arising in BEM are dense. Various compression techniques such as
H-matrices have been developed in the past to store the BEM matrices and realize
the matrix-vector-multiplication with log-linear (or even linear) complexity. One
particular strength of H-matrices is that the H-format includes some arithmetics
that provides the (approximate) inversion, (approximate) LU-decomposition etc.
In particular, it thus allows for black-box preconditioning of the BEM systems in
iterative solvers. Numerically it has been observed that such an approach works
well in practice [2, 5]. In our talk, we give a mathematical underpinning to these
observations: We establish that the H-matrix format is rich enough to permit
good approximations of BEM inverses.

As a model problem, we take the lowest-order Galerkin matrix V for the
simple-layer potential V of the 3D Laplacian on quasi-uniform meshes on poly-
hedral boundaries. The cluster tree is generated using the standard admissibil-
ity condition. For the resulting H-matrix format, which is also used for the H-
approximation of V, we show that V−1 can be approximated at an exponential
rate in the block rank.

The question of approximating the inverses of system matrices in the H-format
by approximate H-inversion or H-LU factorization has previously only been stud-
ied in the context of FEM [1, 3, 4] The present analysis differs from these works
in some of the techniques employed. The most important outcome of this shift in
tools is that we are able to work in a fully discrete setting and can show exponential
convergence in the block rank; the previous techniques relied on an approximation
on the continuous level and involved a projection step, which entails errors related
to the mesh size h.
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Multiple Traces Boundary Integral Formulation for Helmholtz
Transmission Problems with screens

Sergio Rojas

(joint work with Carlos Jerez-Hanckes, Ralf Hiptmair)

The local Multiple Traces Method (MTF) was first presented in [1] for the
Helmholtz transmission problem and relies on local traces on subdomains and
weak enforcement of transmission conditions. The variational formulation is set
in Cartesian products of standard Dirichlet and special Neumann traces for which
restriction and extension by zero are well defined. We develop extend the MTF
to account for the presence of screens at some of the interfaces of the penetrable
object. We show uniqueness of solutions, continuity and coercivity of the formula-
tion in ad hoc functional spaces and we develop numerical experiments to confirm
the efficacy of the method.

Keywords: Helmholtz equation, boundary integral equations, transmission prob-
lems, multi-trace formulations
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Recent advances in modeling time dependent problems via boundary
elements

A. Salvadori

(joint work with A. Temponi, F. Valvona)

The present note aims at showing recent developments carried out at the Ce.Si.A.,
that may be of interest for the scientific international community. The work con-
cerns hyperbolic problems involving 3D scalar fields (scalar wave problems) and
3D elastodynamics modeled by integral equations and numerically approximated
via Boundary Element Methods.

Space-time collocation schemes as well as energetic weak forms are considered.
Space discretization is made of trapezoidal (flat) tessellation of the boundary,
adopting polynomial test and shape functions of arbitrary degree. Time march-
ing schemes make use of polynomial test and shape functions of arbitrary degree
in time. Analytical integrations in time and space, wave front approximation,
implementation details are depicted.

In addition, we discuss some preliminary results concerning infinite elements,
useful for the modeling of an half-space, and special elements for 3D fracture
mechanics, necessary to obtain an accurate evaluation of SIFs and Tstress. Actual
features and future developments of this topics, related to wave propagation, are
presented.

Some numerical results pertaining to simple benchmark tests are also shown.

Keywords: Integral equations, time dependent problems, infinite elements, frac-
ture mechanics.
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News from the Single Layer Potential for the Transient Stokes
Problem

Francisco-Javier Sayas

(joint work with Constantin Bacuta, George C Hsiao)

The aim of this work is the develoment of a complete theory for the single layer
potential (and the associated single layer operator) for the Stokes problem in tran-
sient regime, on general Lipschitz curves/surfaces in two/three dimensions. This
includes a careful variational analysis of transmission problems for the Brinkman
equation, which is the resolvent equation for the Stokes problem. We will also
deal with semidiscretization in space with Galerkin methods and will analyze the
resulting semidiscrete operator. Finally, we will give error estimates for the fully
discrete method that uses Galerkin-BEM in space and Convolution Quadrature in
time.
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Time Domain BE Formulation for Partially Saturated Poroelasticity

Martin Schanz

(joint work with Peng Li)

A lot of applications, especially, in geomechanics require the computation of waves
in porous media, e.g., earthquake waves in soil. Soil is a partial saturated poroe-
lastic material which sometimes can be modelled by a saturated theory, however,
sometimes a partial saturated theory is necessary. Having waves in semi-infinite
domains in mind a boundary element formulation for such materials seems to be
preferable.

A linear theory for partial saturated poroelasticity is formulated based on the
mixture theory, resulting in a set of coupled partial differential equations for the
solid displacements and the pore pressures of both fluids. For such a system fun-
damental solutions are derived in Laplace domain with the method of Hörmander.
The integral equations can be deduced based on the weighted residual technique.
A standard discretisation in the spatial variable and the convolution quadrature for
time discretisation yield, finally, a time stepping procedure for dynamic processes
in partial saturated poroelastic media.

The validation of this method is done with the help of a 1D semi–analytical
solution for a column. Finally, waves in a poroelastic half space are studied.

1. Governing Equations

For a partially saturated porous continuum, the following assumptions are
made: i) the medium is a mixture of the solid phase (index s), wetting fluid
phase (index w), and non–wetting phase (index a); ii) a state transformation of
the three phases is not allowed; iii) all three phases have the same temperature
and any temperature change is ignored; iv) all the three phases are compressible.
The governing equations are stated following [4].

With an averaging process, the porosity n and the saturation degree Sf can be
defined as

n =
Vw + Va

Vs + Vw + Va
Sf =

Vf

Vs + Vw + Va
(f = w, a) ,(1)

where Vs, Vw and Va represent the corresponding phase volumes. The bulk density
ρ = (1−n)ρs+nSwρw +nSaρa is the averaged density of the mixture, where ρs, ρw

and ρa represent the density of the solid skeleton, wetting fluid and non–wetting
fluid, respectively.

The capillary pressure pc = pa−pw = pdS−1/ϑ
e is based on the suggestion of [3],

where pa and pw are the pore pressure, pd is the non–wetting fluid entry pressure,
ϑ is the pore size distribution index, and Se denotes the effective wetting fluid
saturation degree. Neglecting the osmotic suction yields the total stress σij

(2) σij = σ′
ij − δijα(Swpw + Sapa) ,

where α = 1 −K/Ks describes the compressibility of the solid skeleton with the
drained bulk modulus of the mixture K, and Ks is the bulk modulus of the solid
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grains. The introduction of the factor α is used to describe the compressibility of
the solid grains, while α = 1 fits to the incompressible case.

The balances of mass for the solid phase and both fluid phases are

∂t[(1 − n)ρs] + div [(1− n)ρs∂tui] = 0(3a)

∂t(nSfρf ) + div [nSfρf∂t(ui + uw
i )] = ρfIf (f = w, a) ,(3b)

where uf
i (f = w, a) is the relative displacement of the respective fluid to the solid.

If (f = w, a) denote source terms.
The momentum balance equation for the mixture is the sum of the equations

for each individual constituent, which is given by
(4)

Gui,jj +(K+
G

3
)uj,ij−α(Swpw

,i +Sapa
,i)+Fi = ρ∂2

t ui+nSwρw∂2
t uw

i +nSaρa∂
2
t ua

i ,

where Fi denotes the bulk body force. The momentum balance equations for each
fluid phase yield generalized Darcy’s laws for each fluid phase

(5) nSf∂tu
f
i = −κf

(
pf

,i + ρf∂
2
t ui + ρf∂

2
t uw

i

)
.

In (5), the coupling terms between the two fluids are neglected and the phase

permeabilities (f = w, a) are given by κf = Krf k
ηf

. Krf denotes the relative fluid

phase permeability, k the intrinsic fluid permeability of a porous continuum, and
ηf the viscosity of the fluid.

Equations (3), (4) and (5) are sufficient to solve the problem of partially satu-
rated poroelasticity. The combination of the solid displacement ui and the fluids
pore pressure pf (f = w, a) is sufficient to describe the system behavior and,
hence, are selected as unknowns. In time domain, however, the elimination of the
relative displacement is not possible because it appears in (3), (4) and (5) in dif-
ferent orders of time derivatives. Hence, the Laplace transformation is introduced
to eliminate the time derivatives.

After the Laplace transformation, the relative displacements ûf
i can be substi-

tuted, and the governing equations in the Laplace domain are obtained

(6) B [ûi, p̂w, p̂a]) = [−F̂i, −Îw, −Îa]) ,

where B is the partial differential operator and its explicite expression can be found
in [1].

2. Fundamental Solutions

The fundamental solutions Û = Û(x,y) of a differential operator B are a full
space solution of the differential equations and are given by

(7) B∗ Û + Iδ(x,y) = 0 ,

where B∗ is the adjoint operator of B. The solution can be found following
Hörmander’s method. Assuming Û = B∗coϕ, where B∗co denotes the co–factors
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of B∗ and ϕ is some scalar function. This leads to

B∗ · B∗coϕ + Iδ(x,y) = 0 =⇒ det(B∗)ϕ + δ(x,y) = 0 .

After the determination of the scalar function ϕ, by backward substitution, the
fundamental solutions Û can be determined.

The fundamental solutions have a matrix structure of nine entries, and the
singular behavior of each entry can be determined by a series expansion of the
exponential function. The results show that only weak singularities exist in the
diagonal entries of the fundamental solutions, e.g., Ûss

ij , P̂ww, and P̂ aa, respec-
tively. The other entries are all regular.

3. Boundary Element Formulation

Using in the weighted residuals method the fundamental solutions as weighting
functions, the differential equations for partially saturated poroelasticity can be
transformed to the integral equation. Two partial integrations with respect to the
spatial variable result in the representation formula. Moving the load point y to
the boundary, the boundary integral equations are obtained

(8) C(y)û(y) =

∫

Γ

Û)(y,x)t̂(x)dΓ− C

∫

Γ

T̂)(y,x)û(x)dΓ .

In (8), the vector of unknowns is collected in û and t̂. The tensors Û and T̂ denote
the fundamental solutions. C(y) is the integral free term and the strong singular
integral over T̂ is defined in the sense of a Cauchy Principal Value. Following
the work in [5] the strong singular integral is analytically transformed to a weakly
singular integral through integration by parts, and can be numerically solved by
Duffy transformation.

To approximate the geometry, the boundary is divided into E boundary ele-
ments Γe via a standard triangulation. The ansatz functions Nf

e (x) are used with
the time–dependent nodal values, e.g., for the solid displacement and the total
stress vector

ui(x, t) =
E∑

e=1

F∑

f=1

Nf
e (x)uef

i (t) ti(x, t) =
E∑

e=1

F∑

f=1

Nf
e (x)tef

i (t) .

The Dirichlet datum is approximated by continuous linear shape functions and
the Neumann datum by discontinuous constant shape functions.

By dividing the time period t in N intervals of equal duration ∆t, i.e., t = N∆t,
the convolution integrals between the fundamental solutions and the nodal values
are approximated by the Convolution Quadrature Method. This results in the
following boundary element time stepping formulation for n = 0, 1, 2, ..., N
(9)
E∑

e=1

F∑

f=1

n∑

k=0

{
ωef

n−k(Û,y,∆t))tef (k∆t)− ωef
n−k(T̂,y,∆t))uef (k∆t)

}
= C(y)u(y, n∆t)



120 January 9–11, Santiago de Chile

with the integration weights ωef
n (·, y,∆t) = R

−n

L

PL−1
#=0

R

Γ
·

„

x, y,
γ(Re

i! 2π
L )

∆t

«

Nf
e (x)dΓe−in# 2π

L .

The numerical implementation is accomplished by using the open source C++
BEM library HyENA 1.

4. Numerical Results

For all numerical examples, the surface is discretized with linear triangle ele-
ments and a BDF 2 in the CQM is used. For the material data, the Massilon
Sandstone [1] is chosen. The initial water saturation is set to Sw = 0.9.

4.1. 3D Column. The column has a length of 3 m, a width and height of 1 m.
In order to compare with the one dimensional solution [1], no flux at the bottom
and around the column is allowed, and the normal displacement at the bottom
and the four sides is also set to zero. The top of the column is excited by a
stress jump according to a unit step function (Heaviside load). Furthermore, the
Poisson’s ratio artificially is set to zero. The displacement uz at the top center of
the column, the pore water pressure pw and the pore air pressure pa at the bottom
center of the column are calculated (see figure 1.

In order to obtain good numerical results and to reduce as much as possible
numerical damping, an optimal time step size ∆t corresponding to every mesh
should be chosen. This optimal choice depends basically on the wave velocities
and the spatial discretization. Therefore, the dimensionless Courant–Friedrichs–
Levy number βCFL = vp1∆t/re is introduced, where vp1 is the fast compressional
wave velocity and re is the characteristic element length.
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Figure 1. Displacement and pore pressure versus time

1see http://www.mech.tugraz.at/HyENA
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Three different surface meshes with 224, 896 and 2016 linear triangle elements
are used to study the influence of the spatial discretization (βCFL = 0.3). To study
the influence of the time discretization, the mesh with 2016 elements is calculated
with βCFL = 0.1, 0.3, 0.5, and 1.0 The time domain numerical results are presented
in figure 1 and are compared with the 1D results [1]. The displacement results of
different mesh and time step size are acceptable. On the other hand, good pore
pressure results require fine mesh and small time step size.

4.2. Open Trench. In this section, the vibration isolation of a partially saturated
half space using an open trench will be studied with the proposed BEM code. A
square surface (10 m× 10 m) is discretized with re = 0.25 m (see figure 2). At the

!!!!!!!!!!"

##$%%&
''(

xy

z

Loading area

)
)

)
)

)
)

)
)

)*

Figure 2. Surface meshes

loading area a vertical total stress σz = 1 Nm−2H(t) is applied and the remaining
surface is traction free. Both, the pore water and the pore air pressure are assumed
to be zero all over the surface. Three different cases are considered as case 1 (no
trench), case 2 (trench depth 1 m), and case 3 (trench depth 3 m).

For a easy comparison, absolute values of the displacement amplitude Aa are
defined and calculated for each node along the center line behind the open trench,
where Aa =

√
(uzmax − uzmin)2 + (uxmax − uxmin)2, uzmax and uzmin denote the

maximum and the minimum vertical displacement of the observation point, uxmax

and uxmin represent the maximum and minimum radial displacement of the ob-
servation point. Since all the observation points locate in the center line of the
trench according to the load, uy is zero.

In Figure 3, the absolute values of the displacement amplitude Aa are calculated
for each node along the center line behind the open trench. An amplitude reduction
factor Arf is also calculated by normalizing Aa to the corresponding absolute
displacement without a trench. At a point 0.25 m behind the trench, the absolute
value of the displacement amplitude Aa can drop from 3.5 × 10−12 m to 2.5 ×
10−12 m with the deep open trench, and the amplitude reduction factors of the
shallow and deep open trenches are about 1.30 and 1.42, respectively. At a point
4.25 m behind the trench, the absolute value of the displacement amplitude can
drop from 1.75 × 10−12 m to 1.55 × 10−12 m with the deep open trench, and the



122 January 9–11, Santiago de Chile

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
1.5

2

2.5

3

3.5 x 10−12

Distance after the trench d [m]

Ab
so

lu
te

 v
al

ue
s 

of
 th

e 
di

sp
la

ce
m

en
t a

m
pl

itu
de

 A
a [m

]

 

 

case1
case2
case3

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
1.15

1.2

1.25

1.3

1.35

1.4

1.45

1.5

Distance after the trench d [m]

Am
pl

itu
de

 re
du

ct
io

n 
fa

ct
or

 A
rf

 

 

case2
case3

Figure 3. Displacement amplitude Aa and the corresponding
amplitude reduction factor Arf

amplitude reduction factors of the shallow and deep open trenches are about 1.155
and 1.16, respectively.

In order to obtain the best effect, the position of the open trench should be as
close as possible to the object to be isolated. A deeper trench will produce a better
isolation effect since the traveling distance of the wave will be longer. However,
taking the soil as an example, a deeper trench means a more difficult maintaining
work of the trench to keep the stability as well as to avoid later back filling. A
shallow trench but close enough to the object may be a viable solution, or by using
an array of shallow trenches.
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Second-kind Single Trace BEM for Acoustic Scattering

E. Spindler

(joint work with R. Hiptmair, X. Claeys)

We consider acoustic scattering at composite objects with Lipschitz boundary.
The classical first kind approach leads to ill-conditioned linear systems and no
preconditioner seems to be available for it. This has motivated us to devise a new
second-kind boundary integral formulation that is intrinsically well conditioned.
Moreover, it supports a variational formulation in L2, which makes it possible to
use discontinuous boundary element spaces to approximate both, the unknown
Dirichlet and Neumann boundary data.

Computational results in 2D and 3D confirm the excellent conditioning of the
Galerkin matrices of our new second-kind approach which is directly reflected
in the fast convergence of the iterative solver GMRES. Several numerical tests
indicate the absence of spurious modes in our new formulation and convergence
studies show competitive accuracy compared to the classical first kind approach.
Additionally, we obtain superconvergence of the L2-error of the Dirichlet data after
L2-projection onto piecewise linear continuous functions.

Keywords: second-kind boundary integral equation, boundary element methods,
acoustic scattering, composite scatterer.

Mathematics Subject Classifications (2000): 65N38, 78M15, 78A45.

1. Extended Abstract
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In this abstract we consider the geomet-
ric setting of a composite bounded scat-
terer Ω∗ ⊂ Rd, d ∈ {2, 3}. It features a
Lipschitz boundary and is composed of so-
called sub-domains Ωi ⊂ Rd, i = 1, . . . , N .
We demand that they do not intersect
(Ωi ∩ Ωj = ∅) for i 2= j, and that they
form a partition of Ω∗ in the sense that
Ω∗ =

⋃N
i=1 Ωi .

The unbounded complement of Ω∗ should
be connected and will provide another sub-
domain Ω0, which means Ω0 := Rd \ Ω∗.

The common interface of Ωi and Ωj is
denoted by Γij := ∂Ωi ∩ ∂Ωj, i 2= j.

We render acoustic scattering with pen-
etrable materials, modelled by a transmis-
sion problem for the Helmholtz equation [4, Ch. 2],
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−∆(u − uinc)− κ2
i (u − uinc) = 0 in Ωi, κi ∈ R+, i = 0, . . . , N,

+ transmission conditions across Γij for adjacent sub-domains
s.t. u ∈ H1

loc(∆, Rd),

+ Sommerfeld radiation conditions at ∞ for u− uinc.

(1)

where uinc ∈ Hloc(∆, Rd) is a given incident wave hitting the scattering obstacle
and satisfying

−∆uinc − κ2
0uinc = 0 everywhere in R

d .(2)

For our purpose we need to assume the absence of jumping coefficients in the sec-
ond order operator.

In the next part of the extended abstract we will address a generic domain
Ωi ⊂ Rd with compact Lipschitz boundary ∂Ωi with exterior unit normal vector
field ni ∈ L∞(∂Ωi).

In this setting we define the Dirichlet trace to be the surjective and continuous
linear operator

γi
D : H1(Ωi) :→ H− 1

2 (∂Ωi) .(3)

together with the Neumann trace, defined as

γi
N : H(∆,Ωi)→ H− 1

2 (∂Ωi) γi
N := ni ·

(
γi

D

γi
D

)
◦ grad .

Ωj Ωi

γj
Du = γi

Du

Ωj Ωi

γj
Nu = −γi

Nu

Note that on an interface Γij the Neumann

traces γi
N and γj

N assume opposite orientation
of Γij . Thus, even for u ∈ Hloc(∆, Rd) the
traces (γi

D, γi
N )|Γij and (γj

D, γj
N )|Γij agree only

up to a change of sign of the Neumann compo-
nent.

Potential representations of solutions of (1) are the first step towards boundary
integral equations. The following key result can be found in [5, Sect. 3.11] for the
Helmholtz’ equation (1).

Definition 1.1 (Single domain representation formula). We define the

single layer potential Si[κ] : u ∈ H− 1
2 (∂Ωi)→ H(∆, Rd \ ∂Ωi) ,

double layer potential Di[κ] : H
1
2 (∂Ωi)→ H(∆, Rd \ ∂Ωi) .

It holds that

(i) Si[κ](ϕ) and Di[κ](u) are radiating solutions of (1) in Rd \ ∂Ωi for any
ϕ ∈ H− 1

2 (∂Ωi), u ∈ H
1
2 (∂Ωi).
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(ii) every solution of (1) can be written as

u = −Di[κ](γi
Du) + Si[κ](γi

Nu) , on Ωi.

In a more compact way we can write

u = Gi[κi](γ
i
Du, γi

Nu) on Ωi ,

with Gi[κ](γi
Du, γi

Nu) := −Di[κ](γi
Du) + Si[κ](γi

Nu) .
(4)

Inherent in the definition of potentials is that they generate a function defined
both inside and outside of Ωi. This enables us to take traces of potentials also
from the exterior of ∂Ωi.

Boundary integral operators are obtained by letting the trace operators γi
D and

γi
N act on the potentials Si and Di. Using the famous jump relations (cf. [5,

Sect. 3.3.1] for proof and details), we obtain out of (4) the relation
(
γi

D
γi

N

)
Gi[κ] : H

1
2 (∂Ωi)×H− 1

2 (∂Ωi)→ H
1
2 (∂Ωi)×H− 1

2 (∂Ωi)

(
γi

D
γi

N

)
Gi[κ] =

1

2
Id + Ai[κ], with Ai[κ] =

(
Ki[κ] Vi[κ]
Wi[κ] K′

i[κ]

)
.

The individual boundary integral operators are known as the single layer Vi[κ],
double layer Ki[κ], adjoint double layer K′

i[κ], and hypersingular Wi[κ] boundary
integral operators. Our notation follows [5, Ch. 3].

We are ready to start with the boundary integral formulation of (1). It is based
on the skeleton multi-trace space

MT (Σ) := MT D(Σ)×MT N (Σ) ,(5)

with
MT D(Σ) := H

1
2 (∂Ω0)× · · · ×H

1
2 (∂ΩN ) ,

MT N (Σ) := H− 1
2 (∂Ω0)× · · · ×H− 1

2 (∂ΩN ) .

It owes its name to the fact that on each interface Γij a function u ∈ MT (Σ)
comprises two pairs of Dirichlet and Neumann data, one contributed by the sub-
domain on either side.

To isolate the contribution of a single sub-domain we rely on trivial localization
operators

Ri : MT (Σ)→ H
1
2 (∂Ωi), Riu :=

(
ui

νi

)
,

u = (u0, . . . , uN , ν0, . . . , νN ) ,
ui ∈ H

1
2 (∂Ωi), νi ∈ H− 1

2 (∂Ωi) .

The multi-trace spaces inherit all properties of their local components.

〈〈u,v〉〉 :=
N∑

i=0

〈Riu, Riv〉H 1
2 (∂Ωi)×H− 1

2 (∂Ωi)
, u,v ∈MT (Σ) .(6)

The single-trace space is the subset of MT (Σ) containing all boundary data that
fulfill the transmission conditions arising on the interfaces Γi,j of the domains
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Ωi, Ωj in (1).

ST (Σ) := ST D(Σ)× ST N (Σ) ⊂MT (Σ) ,(7)

ST D(Σ) := {(u0, . . . , uN) ∈ MT D(Σ) : ∃u ∈ H1(Rd), ui = γDu} ,

ST N (Σ) := {(ν0, . . . , νN ) ∈ MT N (Σ) : ∃φ ∈ H(div, Rd), νi = ni ·
(
γi

D

γi
D

)
φ} .

In words, functions in ST D(Σ) and ST N (Σ) are skeleton traces of functions de-
fined on Rd.

A fundamental result is the “polar set” characterization of ST (Σ) as a subspace
of MT (Σ) given in [2, Prop. 2.1].

Theorem 1.2.

ST (Σ) = {u ∈MT (Σ) : 〈〈u,v〉〉 = 0 ∀v ∈MT (Σ)} .

From this identity we obtain closedness of ST (Σ) in MT (Σ).

We may now start with the derivation of our new second kind formulation
for scattering at composite objects. We consider the geometry resp. domain
decomposition of Rd as described in the beginning of this extended abstract.

We introduce the globally defined multi-potential.

Definition 1.3 (multi-potential). The multi-potential is defined as the sum over all
domain-wise potentials Gi[κi] defined in (4), i = 0, ..., N :

MΣ : MT (Σ) →
N

×
i=1

Hloc(∆, Rd \ ∂Ωi), MΣ(u) :=
N∑

i=0

Gi[κi](Riu) .

An immediate consequence of Theorem 1.1 is

Corollary 1.4 (global representation formula). Let u solve the transmission prob-
lem (1). Then

u = MΣ(γΣu) ,(8)

γΣu = (γ0
Du, γ1

Du, ..., γN
D u, γ0

Nu, ..., γN
N u) ∈ ST (Σ) .(9)

An important Theorem for our new formulation is

Theorem 1.5.

〈〈γΣMΣu,v〉〉 = 〈〈u,v〉〉 , ∀u ∈MT (Σ), ∀v ∈ ST (Σ).(10)

For more details we refer to [2]. Combining Theorem 1.5 together with (8), we
obtain the stability result for the second kind formulation (11).

Theorem 1.6. Assuming that there is a unique solution u, the next formulation
(11) is equivalent to (1). Search u ∈ ST (Σ) :

〈〈(Id− γΣMΣ)u,v〉〉 = 〈〈uinc,v〉〉 , ∀v ∈ ST c(Σ), uinc := γΣuinc.(11)
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Ωj Ωi

γj
Nu = γi

Nu

Ωj Ωi

γj
Du = −γi

Du
ST c(Σ) is a complement space of ST (Σ) in

MT (Σ). We use the space which has “inter-
changed roles” of Dirichlet and Neumann datum
compared to ST (Σ). This means that we change
sign in the Dirichlet datum when taking the trace
on an interface Γij from the two adjacent sides and
assume that there is no jump in the Neumann datum (cf. the figure on the right).

To obtain the final weak form, we need the next Lemma 1.7 which is going to
help us in arriving at a regularized form:

Lemma 1.7. Assume that κ0 = κ1 = ... = κN . In this case,

MΣ(u)(x) = 0 ∀x ∈ R
d, ∀u ∈ ST (Γ) .(12)

This means that we can modify Theorem 1.6 by the vanishing term γΣMΣ[κ0](u),
defined by setting κi = κ0, i ∈ {1, ..., N}:
Theorem 1.8. Assuming that (11) has a unique solution u ∈ ST (Σ), the next
formulation (13) is equivalent to (1).
Search u ∈ ST (Σ) :

〈〈(Id− γΣ(MΣ −MΣ[κ0]))u,v〉〉 = 〈〈uinc,v〉〉 , ∀v ∈ ST c(Σ).(13)

The advantage of this form is the regularizing effect of adding γΣMΣ[κ0](u).
We even obtain the result of Theorem 1.8 in the L2 setting:

Theorem 1.9. Assuming that (11) has a unique solution u ∈ ST (Σ), the next
formulation (14) is equivalent to (1).
Search u ∈ STL2(Σ) :

〈〈(Id− γΣ(MΣ −MΣ[κ0]))u,v〉〉 = 〈〈uinc,v〉〉 , ∀v ∈ ST c
L2(Σ).(14)

The spaces STL2(Σ) and ST c
L2(Σ) are defined by interchanging the boundary

spaces H
1
2 (∂Ωi), H− 1

2 (∂Ωi) by L2(∂Ωi) in the definitions of ST (Σ), ST c(Σ) and
MT (Σ).
A proof of Theorem 1.9 can be found in [1].

Working in the L2 setting allows us to use arbitrary L2-stable basis functions
for the discretization. In Figure 1 we present a numerical experiment in 2D for
a composite scatterer consisting of two half discs (cf. left upper plot in Figure
1). We use piecewise constant ansatz and test functions for both Dirichlet and
Neumann data. A comparison is made to the solution of a classical first kind
approach (cf. von Petersdorff [6]).
We observe that our new second kind formulation is intrinsically well-conditioned
with a condition number independent of the mesh size (lower right plot) while we
have a quadratic growth for the classical approach. This is directly reflected in
the convergence of the iterative solver GMRES (lower right plot). Moreover, the
convergence plot in the upper right plot shows that our formulation has competitive
accuracy compared to the classical first kind approach.
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contour plot of potential
radius of disc: r = 0.4, wave numbers : κ = [3,1,5]

direction of propagation of incident plane wave: d = [1,0]T
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Figure 1. Numerical results
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Certified Reduced Basis Method for the Electric Field Integral
Equation

Benjamin Stamm

(joint work with Jan S. Hesthaven, Shun Zhang)

This talk gives an overview of the certified Reduced Basis Method applied to
parametrized PEC scattering problems. We give a mathematical background of
the model reduction by the reduced basis method where an efficient input/output
reduced order model is developed.

More precisely, we consider the Electric Field Integral Equation (EFIE) under
variation of a set of parameters consisting the wave-number, wave-direction and
the polarization of the incident plane wave. In the framework of the input/output
procedure, for any in parameter value (input) we are interested in the radar cross
section (RCS, output). In addition, the reduced order model is trustable as we
develop a posteriori estimates to certify the error committed by the model order
reduction for both the electric current and the RCS.

Keywords: Integral equations,

Mathematics Subject Classifications (2000): please, name your files after
the lastname of the first author, that is lastname.tex, and send both the .tex
and .pdf files.
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High order BEM for contact problems

E.P. Stephan

We consider exterior Signorini contact for the Laplacian in R2. We use the
Poincaré-Steklov operator, which realizes the Dirichlet-to-Neumann map, and rep-
resent the negative of the unknown normal derivative on the contact boundary by a
Lagrange multiplier. Herewith we derive a mixed formulation which is equivalent
to a variational inequality on the contact boundary, where the non-penetration
condition is incorporated in the convex set of admissible ansatz and test func-
tions. Both formulations are uniquely solvable. We use Gauss-Lobatto-Lagrange
basis functions on a regular mesh on the contact boundary for the primal variable
and biorthogonal basis functions of the same degree on the same mesh for the
Lagrange multiplier. We present a reliable a posteriori error estimate of resid-
ual type for the Galerkin solution of the mixed formulation. The discrete mixed
system is solved by the semi-smooth Newton algorithm in combination with a
penalized Fischer-Burmeister complementarity function taking care of the contact
condition. Numerical experiments are given which support our theoretical results.

Keywords: Signorini problems, Poincaré-Steklov operator, biorthogonal basis
functions.

Mathematics Subject Classifications (2000): 65N30, 65N38.
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Application Of Boundary Element Method To The Modelling Of A
Wave Powered Plant

Wojciech Sulisz

A theoretical approach is applied for the modeling of a wave-powered multitask
maritime plant. The solution is achieved by applying three-dimensional boundary
element method and is valid for a structure of arbitrary configuration. The de-
rived model has been applied to analyze the effect of the plant geometry and its
configuration on diffracted wave field and the efficiency of the plant wave-powered
system. A high efficiency of the plant is achieved by specifically diffracted and am-
plified waves which enforce large-amplitude oscillations of a power system and, in
consequence, result in a highly efficient and cost-effective plant. The derived 3-D
theoretical model, which describes wave diffraction, shoaling and focusing effects,
indicates that it is possible to achieve amplification of energy more than ten times.
The concept provides an opportunity for many regions and nations to solve a prob-
lem of the shortages of energy or fresh water, or to secure protection of coastal and
harbor areas by applying local resource and cost-effective environmentally-friendly
technology. Laboratory experiments have been conducted in a wave flume to ver-
ify theoretical results. A high efficiency of the proposed concept is confirmed by
data collected during laboratory experiments.

1. INTRODUCTION

The lack of energy is probably one of the greatest challenges for the contem-
porary and future generations. The shortages of energy affect developed and de-
veloping countries. The problem is of significant importance for societies because
the lack of energy is a serious development constrain for many regions and na-
tions. Nowadays, alternative energy sources are believed to be the most attractive
sources of energy worldwide.

In this study a novel and attractive concept of a wave-powered multitask mar-
itime plant is proposed. The plant is economically efficient and is based on an
new original concept of using alternative energy sources to power the pneumatic
breakwater. First, the main concept is described. Then, a boundary-value prob-
lem is formulated to describe diffracted water wave field which is applied to power
the multitask plant. The boundary-value problem is solved numerically by apply-
ing a 3-D boundary element method and diffracted wave fields are derived. The
results are discussed with the emphasis on the possibility to amplify waves and
wave energy to make the plant more efficient. Finally, laboratory experiments are
conducted to verify the efficiency of the proposed concept and then conclusions
are specified.

2. THEORETICAL INVESTIGATION

2.1. Pneumatic breakwater concept. According to the present concept, a mul-
titask maritime plant is powered by alternative energy sources as it is shown
schematically in Figure 1. The main part of energy for the plant arises from
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specifically diffracted and amplified waves achieved in a channel. The amplified
waves enforce large-amplitude oscillations of a power system and, in consequence,
result in a highly efficient and cost-effective plant.

Plant

Figure 1. Multitask maritime plant powered by alternative en-
ergy sources.

The plant is applied to power a pneumatic breakwater. The concept provides
an opportunity for many regions and nations to solve a problem of the shortages
of energy or fresh water, or to secure protection of coastal and harbor areas by ap-
plying local resource and cost-effective environmentally-friendly technology. The
coupling of energy sources is an attractive solution for water scarce regions and re-
mote areas (Cruze 2008, Davies 2005). Moreover, the utilization of wind and wave
energy to run a multitask maritime plant is an attractive idea of good perspec-
tives for practical applications, because such energy and water are simultaneously
available in abundance.

2.2. Theoretical Formulation and Solution. The situation considered for the-
oretical analysis is shown schematically in Figure 2. It is assumed that the channel
bottom and side walls are impervious. Moreover, it is assumed that the fluid is
inviscid and incompressible, and that the excitation is provided by plane waves of
amplitude A and frequency ω. Additionally, it is assumed that the fluid motion is
irrotational.

The boundary-value problem is formulated in terms of velocity potential, φ1,
and the solution is achieved by applying the Green second identity. Accordingly,
the following integral equation is applied to derive a solution

(1)

∫

S1

[
φ1

∂

∂n1

(
1

r

)
− ∂φ1

∂n1

1

r

]
dS1 = 0,

in which r is the distance between a field point and a point on the boundary.
Equation (1) is solved numerically by discretizing the boundary into triangular

elements (Sulisz 1986, Sulisz 2005). In order to reduce computational efforts, a
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Figure 2. Definition sketch and coordinate systems.

symmetric problem is considered. An example of a mesh for a simple area, which
represents half of the free-surface segment of length 20h1, is illustrated in Figure 3.

0 2 4 6 8 1 0 1 2 1 4 1 6 18 20

Figure 3. Example of boundary grid for a free-surface segment.

2.3. Theoretical Results. The numerical model derived to describe the diffracted
wave field is applied to investigate the possibility to amplify water waves in a chan-
nel, especially an amplification at the position of a chamber to run a pneumatic
breakwater. The main focus is on a symmetric problem which is sufficiently gen-
eral for practical applications and enables us to reduce computational time. The
calculations are conducted for several wave frequencies and main parameters of the
model, including water depth, channel width, geometry of the convergent sector,
etc.

Typical wave fields arising from wave diffraction, shoaling and focusing effects
indicate that the incoming wave train is partially reflecting from the converging
segment. Wave reflection is small as desired. In fact, a small wave reflection
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from the convergent segment is important to provide more energy for a pneumatic
breakwater system. The main part of the wave energy is transmitted down the
channel where the free-surface oscillations enforces large amplitude water oscilla-
tions in a chamber, triggering the pneumatic breakwater system. The analysis
of theoretical results shows that in the area affected by the converging segment,
wave field is very complex due to the wave reflection, formation of cross modes,
and cross mode attenuation. The complexity of free-surface oscillations indicates
that the wave field in the area affected by a converging segment should be analyzed
individually for each case.

The amplification of free-surface oscillations achieved in the channel is of signif-
icant practical importance. This is because the amplified free-surface oscillations
are more efficient in increasing the pneumatic breakwater system output by pro-
viding more energy for a pneumatic breakwater. It is obvious that a large amplifi-
cation of free-surface oscillations enforces a large amplitude motion in a chamber
and, in consequence, increases the efficiency of the pneumatic breakwater system.
It is worth noting that wave energy is proportional to the square of wave ampli-
tude. The derived model, which describes wave diffraction, shoaling and focusing
effects, indicates that it is possible to achieve amplification of energy more than
ten times.

3. EXPERIMENTAL INVESTIGATIONS

The interaction of water waves with an air barrier is a very complex phenomenon
and little is known on its physics. In order to get an insight into the physics of this
phenomenon, the investigations on wave interactions with an air barrier were con-
ducted by performing laboratory experiments. The experiments were conducted
in the wave flume of hydraulic laboratory of the Institute of Hydroengineering,
Polish Academy of Sciences, Gdask. The wave flume at the Institute of Hydro-
Engineering is 64 m long, 0.6 m wide and 1.4 m deep. Water waves are generated
in the flume by a programmable wave generator. The waves are absorbed at the
end of the flume by an absorber made from porous material.

A pneumatic breakwater was constructed in the middle part of the flume. The
width of the channel sector was 0.6 m. A system of perforated pipes was installed
at the bottom of the flume. The pipes were connected to an air supply system.

The wave measurement system consisted of two groups of resistance-type wave
gauges and a computer system. A group of three resistance-type wave gauges was
located before the breakwater to measure the free-surface elevation in the inlet
sector and a similar group of wave gauges was used to measure the free-surface
oscillations in the outlet sector. Moreover, the velocity field was measured in the
middle part of the flume. The measurements were conducted by applying a PIV
system.

The program of laboratory work comprises experiments conducted for the water
depths, h = 0.2 m, h = 0.3 m, and h = 0.4 m, five wave periods, and three wave
heights for each wave period. For each case the wavemaker generated wave trains
for about 60 s, and free-surface oscillations were recorded at the rate of 100 Hz.
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The analysis of the free-surface elevation was conducted by applying the multi-
gauge method (Sulisz and Hudspeth 1993). Application of this method enabled us
to separate nonlinear wave effects from wave records and to determine incoming,
reflected, and transmitted wave properties.

The analysis of experimental data shows that in the area affected by the pneu-
matic breakwater, the wave field is very complex due to the wave reflection, dis-
sipation effects due to the interaction of waves with a barrier, and a formation of
transmitted wave train. The analysis indicates a substantial dissipation of incom-
ing wave energy. The amplitude of transmitted wave train is considerably reduced
in comparisons with incoming wave amplitude. The reduction is significant and
often exceeds 90% of the incoming wave energy.

4. SUMMARY

A theoretical approach was applied for the modeling of a wave-powered multi-
task maritime plant. The main part of energy for the plant arises from specifically
diffracted and amplified waves achieved in a channel. The plant is applied to power
a pneumatic breakwater.

The results show that the proposed concept is economically efficient. A large
amplification of free-surface oscillations achieved in the channel is of significant
practical importance. This is because the amplified free-surface oscillations are
more efficient in increasing the pneumatic breakwater system output by providing
more energy for a pneumatic breakwater. It is obvious that a large amplification
of free-surface oscillations enforces a large amplitude motion in a chamber and,
in consequence, increases the efficiency of the pneumatic breakwater system. The
derived model, which describes wave diffraction, shoaling and focusing effects,
indicates that it is possible to achieve amplification of energy more than ten times.

The concept provides an opportunity for many regions and nations to solve a
problem of the shortages of energy or fresh water, or to secure protection of coastal
and harbor areas by applying local resource and cost-effective environmentally-
friendly technology.

Laboratory experiments were conducted in a wave flume to verify theoretical
results. A high efficiency of the proposed concept is confirmed by data collected
during laboratory experiments.
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BEM for Parabolic Moving Boundary Problems

Johannes Tausch

Many phase change problems are governed by the heat equation in the liquid
and solid domain and the Stefan condition

vn = ks
∂us

∂n
− kl

∂ul

∂n
,

on the boundary between the two. Here, vn is the normal velocity of the interface,
u is the temperature, k is a non-dimensionalized diffusion constant, and subscripts
indicate solid and liquid phase. The goal is to determine the evolution of the
unknown interface. We consider a boundary integral formulation based on the
Green’s representation formula of the heat equation Unlike the more standard
approaches to this type of problem there are only unknowns on the boundary.
However, every time step involves a convolution over the entire history of the
problem.

The time-dependent integral equation is discretized with the Nyström method
of [1]. Here, special attention must be given to extra terms due to the moving
interfaces. We obtain a simple time-stepping method and illustrate the stability
and convergence on a number of example problems.

Keywords: Parabolic boundary integral equation, moving boundary problem,
Stefan problem
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Unsteady mixed convection in a porous lid-driven enclosure under a
magnetic field

M. Tezer-Sezgin

(joint work with B. Pekmen)

Time-dependent mixed convection flow in a lid-driven square cavity filled with a
porous medium under the effect of a magnetic field is studied numerically using
the dual reciprocity boundary element method (DRBEM) with Houbolt time in-
tegration scheme. The moving hot top wall, the cold bottom wall and adiabatic
vertical walls are assumed for the cavity which also contains internal heat genera-
tion. Effects of the variations of Darcy (Da), Reynolds (Re), Grashof (Gr), Prandtl
(Pr) and Hartmann (Ha) numbers on the flow and heat transfer in the cavity are
investigated. The average Nusselt number is obtained for several problem param-
eters and depicted graphically. It is found that the decrease in Darcy number or
the increase in Hartmann number cause the fluid to flow slowly. The isotherms
cover almost all parts of the cavity showing the increase in the temperature when
the internal heat generation is increased. The significant parameter Richardson
number (Ri = Gr/Re2) in mixed convection determines either the dominance of
buoyancy effect or the effect of mechanically lid-driven wall. The combination
of DRBEM with the Houbolt scheme has the advantage of using considerably
small number of boundary elements and large time increment which results in
very small computational cost for solving the unsteady mixed convection flow in
a porous cavity.

1. Problem Definition

The governing non-dimensional, unsteady partial differential equations in a
fluid-saturated porous medium under the effect of a horizontally applied magnetic
field are

∇2ψ = −w

1

Re
∇2w =

∂w

∂t
+ u

∂w

∂x
+ v

∂w

∂y
− Gr

Re2

∂T

∂x
+

w

DaRe
+

Ha2

Re

∂v

∂x
(1)

1

PrRe
∇2T =

∂T

∂t
+ u

∂T

∂x
+ v

∂T

∂y
− RaI

RaE

1

PrRe

where u =
∂ψ

∂y
, v = −∂ψ

∂x
are velocity components, ψ, w and T are the stream

function, vorticity and temperature, respectively. The dimensionless parameters
Re, Gr, Da, Ha, Pr, RaI , RaE are Reynolds, Grashof, Darcy, Hartmann,
Prandtl, internal Rayleigh and external Rayleigh numbers, respectively.
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Initial and boundary conditions are

w = T = 0, at t = 0

v = ψ = 0, on x = 0, 1 and y = 0, 1(2)

u = 0 on x = 0, 1 and y = 0 ; u = 1 on y = 1

T = 1 on y = 1 ; T = 0 on y = 0 ;
∂T

∂x
= 0 on x = 0, 1.

2. DRBEM Application

Eqs.(1) are rewritten as coupled Poisson equations

∇2ψ = b1(x, y, t, w)

∇2w = b2(x, y, t, u, v, w, wx, wy, wt, vx, Tx)(3)

∇2T = b3(x, y, t, u, v, Tx, Ty, Tt).

In DRBEM, for a right hand side function b (here b1, b2 or b3) the following
approximation is proposed [1]

b ≈
N+L∑

j=1

αjfj

where αj ’s are sets of initially unknown coefficients, the fj’s are approximating
functions, N is the number of boundary nodes and L is the number of interior
points. The radial basis functions fj’s are usually chosen as polynomials of radial
distance rij as fij = 1 + rij + r2

ij + . . . + rn
ij where i and j correspond to the

source(fixed) and the field(variable) points, respectively.
Furthermore, the fj ’s are related to particular solutions ûj’s with the Poisson

equation ∇2ûj = fj and

(4) b =
N+L∑

j=1

αj(∇2ûj)⇒ ∇2ϕ =
N+L∑

j=1

αj(∇2ûj)

where ϕ denotes either ψ, T or w.
Multiplying both sides by the fundamental solution of Laplace equation u∗ =

1
2π ln

(
1
r

)
and integrating over the domain, we have

(5)

∫

Ω
(∇2ϕ)u∗dΩ =

N+L∑

j=1

αj

∫

Ω
(∇2ûj)u

∗dΩ

Once the Green’s second identity is used, all the domain integrals will be trans-
formed to the integrals on the boundary.

The discretization of these boundary integrals using linear boundary elements,
corresponding to stream function, vorticity and temperature equations, results in
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matrix-vector equations as

Hψ −Gψq =
(
HÛ −GQ̂

)
α1

Hw −Gwq =
(
HÛ −GQ̂

)
α2(6)

HT −GTq =
(
HÛ −GQ̂

)
α3

where the vectors ψq, wq and Tq contain the known and unknown information at

the nodes about normal derivatives of ψ, w and T . Û and Q̂ are constructed from
ûj and then q̂j = ∂ûj

∂n columnwise, and are matrices of size (N + L) × (N + L).
The vectors α1, α2 and α3 are employed as

α1 = F−1b1, α2 = F−1b2, α3 = F−1b3,

where F is the (N+L)×(N+L) coordinate matrix containing radial basis functions
fj ’s as columns evaluated at N +L points. H and G are BEM matrices containing
the boundary integrals of u∗ and q∗ = ∂u∗/∂n evaluated at the nodes, respectively.

DRBEM coordinate matrix F is used for evaluating the derivatives in b2 and
b3, i.e.

∂T

∂x
=

∂F

∂x
F−1T, u =

∂F

∂y
F−1ψ, v = −∂F

∂x
F−1ψ,

∂v

∂x
=

∂F

∂x
F−1v.

By means of coordinate matrix and the third order backward difference for-
mula which is called Houbolt method, the iteration with respect to time is carried
between the system of equations for ψ, w and T as

Hψm+1 −Gψm+1
q = −Swm(7)

um+1 =
∂F

∂y
F−1ψm+1, vm+1 = −∂F

∂x
F−1ψm+1(8)

Hwm+1 −Gwm+1
q = ReS

[
∂w

∂t

∣∣∣∣
m+1

+ Mwm+1

]
(9)

− Gr

Re
S
∂F

∂x
F−1T m+1 + S

wm+1

Da
+ Ha2S

∂F

∂x
F−1vm+1

HT m+1 −GT m+1
q = PrReS

[
∂T

∂t

∣∣∣∣
m+1

+ MT m+1

]
− S

RaI

RaE
(10)

where S = (HÛ − GQ̂)F−1, M =

(
um+1∂F

∂x
F−1 + vm+1 ∂F

∂y
F−1

)
, m shows

the time iteration, the vectors um+1 and vm+1 enter into the system as diagonal
matrices of size (N + L)× (N + L). RaI/RaE is a constant vector of size N + L.
The Houbolt time integration scheme is

(11)
∂ϕ

∂t

∣∣∣∣
m+1

=
11ϕm+1 − 18ϕm + 9ϕm−1 − 2ϕm−2

6∆t
,

in which ϕ is either w or T .
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The system of equations (7)-(10), after the replacement of time derivatives with
Eq.(11), is solved by direct Gaussian elimination.

The solution procedure requires the iteration steps :

• ψm+1 is solved in (7) using the values of w from m−th iteration. Then,
the velocities um+1, vm+1 are computed using ψm+1 in Eq.(8).

• Boundary conditions for u, v are inserted in equations (8).
• The energy equation is solved for T m+1 from Eq.(10).
• Vorticity boundary conditions are employed by using the definition of vor-

ticity and coordinate matrix F

(12) w =
∂v

∂x
− ∂u

∂y
=

∂F

∂x
F−1vm+1 − ∂F

∂y
F−1um+1.

• Vorticity wm+1 is obtained from Eq.(9).
• Iterations continues until the criterion [4]

(13)

∥∥ψm+1 − ψm
∥∥
∞

‖ψm+1‖∞
+

∥∥T m+1 − T m
∥∥
∞

‖T m+1‖∞
+

∥∥wm+1 − wm
∥∥
∞

‖wm+1‖∞
< ε

is satisfied, where ε = 1e− 05.

3. Numerical Results

The results are performed using f = 1 + r radial basis functions in F matrix.
Further, 8−point Gaussian quadrature is used for the integrals in H and G ma-
trices. In general, 120 linear boundary elements and 841 interior points are taken
in all computations. Pr = 0.71 is taken.

Steady-state flow pattern and temperature distribution are visualized in terms
of streamlines and isotherms showing the effects of Da, Re and Ha.

The decrease in Da (fixing Gr = 102, Re = 400, Ha = RaI = 0) causes the
fluid to flow slowly due to the decrease in permeability, and the convective heat
transfer is reduced which points to the conductive heat transfer (Figure 1).

As Re increases (fixing Da = 0.1, Ri = 10, Ha = RaI = 0), a second counter-
rotating cell emerges in streamlines while the effect of the moving lid increases
on the top cell forming strong boundary layer from left to right on the top wall
(Figure 2). Isotherms alter a little bit on the top right corner due to the motion
of the upper lid.

As Ha increases(fixing Da = 0.1, Gr = Re = 100, RaI = 0), the effect of
moving lid diminishes both in streamlines and isotherms (Figure 3). This is due
to the horizontally applied magnetic field. Furthermore, a new counter rotating
cell emerges as Ha is increased. The flow is still concentrated near the top lid
with the well known characteristic boundary layer formation near the walls when
Ha gets larger. Isotherms become nearly horizontal due to the effect of Lorentz
force overhelming the effect of moving lid.

When the average Nusselt number is taken into consideration (Figures 4-5),

Nu = −
∫ 1

0

∂T

∂y
dx on the top lid is almost the same for all values of Da when
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Ri > 1 (Re ≤ 10) fixing Gr = 102, RaI = 0, Ha = 0. On the other hand,
Nu increases as Da increases for Ri ≤ 1 due to the increase in inertial forces as
Re (Re > 10) increases (Figure 4) which demonstrates the increase in convective
heat transfer. When Gr = 102, Re = 102, RaI = 0 are fixed, Nu decreases and
becomes almost the same for all Da values as Ha increases (Figure 5). As Ha
decreases, the increase in Nu is well observed, and the values of Nu is larger for
large values of Da which points to the increase in convection.
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Figure 1. Da = 0.01 and Da = 0.001
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Figure 2. Re=10 and Re=100.
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Figure 3. Ha=10 and Ha=50.
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A Directional Fast Multipole Method for Elastodynamics

Thomas Traub

(joint work with Martin Schanz)

The boundary element method is very well suited for the the study of wave
propagation phenomena in semi-infinite or infinite linear elastic media. However,
the system matrices are densely populated and when dealing with time domain
integral equations a block Töplitz system arises. To alleviate these drawbacks,
we use the convolution quadrature method (CQM) as proposed in [1] where the
convolution breaks up into a system of decoupled problems in Laplace domain.
To further decrease memory consumption and to speed up the solution time we
extend a directional Fast Multipole Method (DFMM) described in [3] to the Lamé
kernel.

1. Lamé-Navier Equations and the Fundamental Solution

We are considering the dynamics of linear elastic media, therefore we need to
solve the Lamé-Navier equations which read as

(
c2
1 − c2

2

)
∇ (∇ · u (x̃)) + c2

2∆u (x̃) +
f (x̃)

ρ
− ∂2u (x̃)

∂t2
= 0,(1)

where c2
1 and c2

2 represent the velocity of the compression and shear wave, re-
spectively, ρ is the density, u the displacement and f describes the body forces.
We solve this equations for x̃ ∈ Ω with a boundary Γ = ∂Ω and t ∈ (0, T ). For
simplicity we assume vanishing body forces, i.e., f (x̃) = 0 and vanishing initial
conditions

u (x̃, 0) = ∂tu (x̃, 0) = 0.

We are considering a Dirichlet problem with given boundary data u (x, t) = g(x, t)
for x ∈ Γ and t ∈ (0, T ). By introducing the single layer potential (SLP) we can
write

u (x̃, t) := (Ṽ ; w)(x̃, t) =

∫

Γ

U∗ (x̃,y, t) ; w (y, t) dΓ with x̃ ∈ Ω,

where U∗ (x̃,y, t) denotes the fundamental solution of the homogeneous partial
differential equation (1). The symbol ; is an abbreviation for the temporal con-
volution involved in this calculation and w(y, t) represents a density. Applying
the limiting process to the boundary yields the indirect approach using the SLP
in time domain which is given by

(V ; w)(x, t) = g (x, t) with x ∈ Γ.

To perform the convolution directly in time domain is often unpractical, since the
kernel is distributional and sometimes, e.g., in the case of viscoelastodynamics and
poroelastodynamics, not even known. Hence, we use the CQM described in Sec.
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2, where the fundamental solution is needed in Laplace domain. Indeed, the kernel
function takes a quite simple form and can be written as

Ûij(r, sl) =
2∑

m=1

Am
ij (r, sl)e

ikmr , with r = |x− y|(2)

and the coefficients

Am
ij (r, s) =

e−dmr

4πρs2

(
3r,ir,j − δij

r3

(
sl

cm
r + 1

)
+

(
sl

cm

)2 r,ir,j

r

)
.(3)

Here sl is the Laplace parameter and cm the wave velocity. We also define dm =
Re(sl/cm) and km = Im(sl/cm). Furthermore, we use the Kronecker delta δij and
introduce the indical notation r,i = xi−yi

r for the directional derivative.

2. Convolution Quadrature Method

We use the CQM method as proposed by Banjai and Sauter [1], which leads to
a decoupled system of equations of the form

V̂(sl)ŵl = ĝl.(4)

This has the main advantage that the storage requirement is reduced to one prob-
lem in Laplace domain. The drawbacks are that the complete time history of the
given boundary data needs to be known in advance and that for Nt time steps
Nt/2 problems need to be solved. Hence, to further decrease memory requirements
and to speed up solution the time fast methods have to be applied.

The Laplace parameter sl can be calculated using

sl = γ(λζ−l
N+1)/∆t

where ζN+1 = e
2πi

N+1 , λ is a numerical parameter and γ is the generating polynomial
of the underlying time stepping method, e.g.,

γ(ζ) =
1

2
(ζ2 − 4ζ + 3) for BDF2.

The transformation of the given Dirichlet data and the calculated density is given
by

ĝl =
N∑

n=0

λngn(x)ζ−ln
N+1 and wn =

λ−n

N + 1

N∑

l=0

λnŵl(x)ζln
N+1.

3. Direction Fast Multipole Method for Acoustics

Discretizing (4) leads to to a linear system of equations, which we want to solve
iteratively. Hence, we need to compute matrix vector products of the form

fi =
N∑

j=1

K(xi,yj)σj , i = 1, . . . , N,

with N the number of unknowns and K the kernel function. Evaluating this sum
directly has computational effort of order O(N2) and thus is very inefficient. If,
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however, we find a low rank approximation of the kernel, we can construct a fast
summation scheme. This can be achieved by using Chebyshev interpolation. As
a starting point we note that any function f(x) within the inveral x ∈ [−1, 1] can
be approximated by

f(x) =
"∑

m=1

S"(x, \xm) f(\xm) + ε(-),

where \xm represent the Chebyshev nodes. The symbol ε(-) denotes the truncation
error and the interpolation operator reads as

S"(x, \xm) =
1

-
+

2

-

"−1∑

n=1

Tn(x)Tn(\xm).

The error can be bounded by

∣∣∣f(x)−
"∑

n=0

anTn(x)
∣∣∣ ≤

M

ρ"(ρ− 1)

if f(z) is analytic on the ellipse Eρ and

|f(z)| ≤ M, for all z ∈ Eρ, with Eρ =

{
z ∈ C|z =

ρeıθ + ρ−1e−ıθ

2

}

holds. Consequently, we can construct a fast summation scheme for x ∈ R3 of the
form

fi ∼
"∑

m=1

Sm(xm,xi)

︸ ︷︷ ︸
L2L

"∑

n=1

K(xm,yn)

︸ ︷︷ ︸
M2L

N∑

j=1

Sn(yn,yj)

︸ ︷︷ ︸
M2M

σj .

However, we have to control the error of this approximation. Unfortunately we
can not apply this approach directly to our problem at hand, which can be seen
by extending the kernel of the Helmholtz problem

(5) Kk(r) =
e ıkr

4πr
with r = |x− y|

to the complex plane. If we choose z = z(ρ,−π/2) we note that

Kk(z) =
e k(ρ−ρ−1)/2

4πz

holds. Hence, we can not find an upper bound for the error of our approximation
independently of k. This problem can be solved by introducing a modified kernel
function of the form

Kk(x,y) = 1
4π|x−y|e

ık|x−y|

= 1
4π|x−y|e

ık(|x−y|−u·(x−y))

︸ ︷︷ ︸
Ku(x,y)

e ık u·(x−y),
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Y

X
u

O(kw2)

O(1/kw)

Figure 1. Illustration of the admissibility criterion for a cluster pair

where u is some unit vector. Using this representation we can derive two admis-
sibility conditions for clusters

kw
∣∣∣ c
|c| − u

∣∣∣ ≤ A and kw2

|c| ≤ A.

Here c is the vector connecting cluster Y and X and w is the cluster width.
The first condition represents a cone aperture and the latter a cluster separation
criterion which is illustrated in Fig. 1. Two clusters are admissible if the center
of Cluster X lies within the cone around u with the origin at the center of cluster
Y . Using this modified kernel function we can construct a directional summation
scheme for the Helmholtz kernel which looks like

fi ∼ eık u·xi

"∑

m=1

Sm(xi) e−ık u·xm

︸ ︷︷ ︸
directional L2L

"∑

n=1

K(xm,yn)

︸ ︷︷ ︸
M2L

eık u·yn

N∑

j=1

Sn(yj) e−ık u·yj

︸ ︷︷ ︸
directional M2M

σj .

4. Modification for Elastodynamics

Modification of this method to elastodynamics can be done in a straight forward
way. Since two oscillatory functions with two distinct frequencies are present in
the elastodynamic fundamental solution

U∗
ij = A1

ij eik1r + A2
ij eik2r,

we split the operator accordingly, to calculate the far field contributions separately

(Vw)(x) =

∫

Γ

A1
ije

ik1rwj(y)dΓ

︸ ︷︷ ︸
V 1

+

∫

Γ

A2
ije

ik2rwj(y)dΓ

︸ ︷︷ ︸
V 2

.

Furthermore, it is convenient to separate the vector valued problem into scalar
operators for each degree of freedom








V 1

11 V 1
12 V 1

13

V 1
21 V 1

22 V 1
23

V 1
31 V 1

32 V 1
33



 +




V 2

11 V 2
12 V 2

13

V 2
21 V 2

22 V 2
23

V 2
31 V 2

32 V 2
33












w1

w2

w3



 =




g1

g2

g3



 .
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We thus can directly apply the techniques derived in the previous chapter to our
problem.

5. Numerical Examples

As a model example for a first validation of our code we use a unit cube centered
at its origin. The Dirichlet boundary data are calculated using the fundamental
solution with the source point at (2, 2, 2) and direction (1, 0, 0). We use a set of
model material parameters: c1 = 1 m/s, c2 =

√
0.5 m/s and ρ = 1. To solve our

system of equations we use a GMRES-solver without preconditioning. The error
is calculated using an inner point evaluation on a coarse mesh inscribed into the
unit cube.

In Tab. 4 we show the convergence rate of the method using a non directional
approximation. Here ’dof’ is the total number of degrees of freedoms, L denotes
the number of multipole levels used, - the expansion coefficient and ’it’ the number
of iterations. Finally ’error’ is the pointwise error of the inner point evaluation and
’eoc’ the convergence rate. Tab. 5 shows the timings to assemble the necessary data
structures for the FMM matrix tassembly and one matrix vector product tproduct.
Tab. 6 presents a convergence study for a directional approximation of the operator
with sl = 4i. Finally, in Tab. 7 we present timing results with increasing frequency
as we refine the mesh.

dof L - it error eoc
4152 1 5 44 9,99E-6

16608 2 5 55 1,79E-6 2,48
66432 3 5 69 2,21E-7 3,02

265728 4 7 86 6,95E-8 1,67
1062912 5 7 117 1,82E-8 1,93

Table 4. Convergence study: sl = i

dof L tassembly tproduct

9216 2 83,51 8,03
36864 3 273,10 3,27 48,22 6,01

147456 4 946,18 3,46 267,25 5,54
589824 5 3493,18 3,69 325,10 1,22

2359296 6 14075,00 4,03 1200,11 3,69

Table 5. Timings for - = 5, sl = i
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dof L - tassembly tproduct it error eoc
9216 3 4 4,58 2,25 81 2,92E-05

36864 4 5 21,09 4,61 47,73 21,26 96 5,80E-06 2,33
147456 5 6 101,10 4,79 846,38 17,73 134 6,83E-007 3,09

Table 6. Convergence study: sl = 4i

dof L sl tassembly tproduct

9216 3 4i 3,72 0,24
36864 4 8i 14,82 3,98 1,06 4,45

147456 5 16i 62,87 4,24 7,04 6,67
589824 6 32i 249,81 3,97 21,56 3,06

Table 7. Timings for - = 3

Martin Schanz, Thomas Traub
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Operator preconditioning for two-dimensional screen and fracture
problems using boundary elements

Carolina A. Urzúa

(joint work with Carlos Jerez-Hanckes)

Operator preconditioning [1, 2] based on Calderón identitites breaks down when
considering open boundaries as when modeling screens or cracks. On the one
hand, the double layer operator and its adjoint disappear. On the other hand, the
associated weakly singular and hypersingular operators no longer map fractional
Sobolev spaces in a dual fashion but degenerate into different subspaces depending
on their extensibility by zero. Based on Calderón-type identities deduced from
Jerez-Hanckes and Nédélec [3, 4] for an open interval, novel preconditioners can
be established for associated integral operators. In this presentation, we show
the numerical implementation of these preconditioners for the Laplacian, as well
as an extension to the Helmholtz operators and other interesting formulations.
Furthermore we discuss two solution methods obtained by these Calderón-type
identities and some future extensions.

1. Preliminaries

Set Ω := R2 \ \Γ, where Γ := I × {0}, I := (−1, 1). Let O ⊆ R2, with d = 1, 2,
be open. For s ∈ R, Hs(O) denote standard Sobolev spaces [5, Chapter 3]. If
s > 0 and O Lipschitz, H̃s(O) denotes the space of functions whose extension by
zero over a closed domain Õ belongs to Hs(Õ). We identify

H̃−1/2(O) ≡ (H1/2(O))′ and H−1/2(O) ≡ (H̃1/2(O))′.

If w =
√

1− x2, let us introduce the subspaces:

H̃−1/2
〈0〉 (Γ) :=

{
ϕ ∈ H̃−1/2(Γ) : 〈ϕ , 1〉H1/2(Γ) = 0

}
,(1)

H̃1/2
∗ (Γ) :=

{
g ∈ H̃1/2(Γ) : 〈g , w−1〉Γ = 0

}
.(2)

We recall the Calderón-type identities shown by Jerez-Hanckes and Nédélec [3, 4]

Proposition 1.1. The following identities hold:

−L2 ◦D∗ ◦ L1 ◦D = Id eH1/2(Γ), −L1 ◦D ◦ L2 ◦D∗ = Id
H1/2

∗ (Γ)
,(3a)

−D ◦ L2 ◦D∗ ◦ L1 = Id eH
−1/2
〈0〉

(Γ)
, −D∗ ◦ L1 ◦D ◦ L2 = IdH−1/2(Γ).(3b)

wherein, for x ∈ I,

L1 ϕ(y) :=

∫

I
log

1

|x− y|ϕ(x) dx,

L2 ϕ(y) :=

∫

I
log

M(x, y)

|x− y| ϕ(x) dx,

and

M(x, y) :=
1

2

(
(y − x)2 + (w(x) + w(y))2

)
.
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Observe that L1 and D∗ ◦ L1 ◦D are the standard weakly and hyper-singular
operators. As shown on [3, 4], there are symmetric and coercive variational for-
mulations of the integral equation for both operators. In addition, each one of
these has an associated inverse operator, which is a bijection and also admits a
symmetric and coercive variational formulation.

In the following, we are interested in building numerical preconditioners for
these operators and compare it to previous attempts as described by Steinbach
and McLean [2]. For this, we rely on the abstract theory given by Hiptmair [1]:

Proposition 1.2. Let Vh := span{ϕi} ⊂ V and Wh := span{φj} ⊂W be as shown
on [1]. Let a ∈ L(V × V, C) and b ∈ L(W ×W, C) be continuous sesquiliniar
forms satisfying their inf-sup conditions. Consider a continuous sesquilinear form
t ∈ L(V ×W, C) also satisfying an inf-sup condition.

Then, their associated Galerkin-matrices:

A [i, j] := (a(ϕi, ϕj))
N
i,j=1 , B [i, j] := (b(φi, φj))

M
i,j=1 , T [i, j] := 〈t(φi, ϕj)〉N,M

i,j=1,

satisfy

(5) κ(T−1
BT

−T
A) ≤ ‖a‖‖b‖‖t‖

cAcBc2
T

where cA, cB and cT are associated inf-sup condition constants with N := dimVh =
M := dimWh.

Now, we can build a preconditioner for each one of our integral operators by
finding a sesquilinear form such as (5) is minimal. Since we already have explicit
inverses, we will use them as corresponding sesquilinear forms b.

2. Discretization scheme

Define a mesh Γh of Γ and introduce the following bases:

S−1,0(Γh) := span{qk}N
k=1 ⊆ H−1/2(Γ),

S0,1(Γh) := span{bk}M
k=1 ⊆ H1/2(Γ),

where qi and bj are p.w. constant and p.w. linear functions, respectively. A
relevant hypothesis in Proposition 1.2 is the equality N = M . Thus, the dual
mesh Γ̂h and spaces thereon defined are chosen to fulfill this condition (see Figure
1).

2.1. Weakly Singular. Given

a := L1 : H̃−1/2
〈0〉 (Γ) → H1/2

∗ (Γ),

we use the identity (3b) to identify

b := −D ◦L2 ◦D∗ : H1/2
∗ (Γ)→ H̃−1/2

〈0〉 (Γ)
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Figure 1. Trial Spaces Basis for Original and Dual Meshes

as a preconditioner. In order to avoid restricting the discrete space to account for
restrictions (1), (2), we extend these operators to define the following sesquilinear
forms:

ã : H̃−1/2(Γ) → H1/2(Γ) and b̃ : H1/2(Γ) → H̃−1/2(Γ).

where their respective Galerkin matrices are constructed as

A [i, j] := V0 [i, j] = (〈L1 qi, qj〉+ 〈qi, 1〉〈qj , 1〉)N
i,j=1

and

B [i, j] :=

(
〈L2 b′i, b

′
j〉+ 〈bi,

1

w
〉〈bj ,

1

w
〉
)M

i,j=1

.
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The corresponding operator t : H̃−1/2(Γ) ×H1/2(Γ) → C is taken as the duality
product with Galerkin matrix:

T [i, j] := 〈bi, qj〉N,M
i,j=1

2.2. Hypersingular. In this case,

a := −D◦L1 ◦D∗ : H̃1/2(Γ) → H−1/2(Γ),

for which we deduced from (3a) the following operator as its preconditioner

b := L2 : H−1/2(Γ) → H̃1/2(Γ).

The related matrices are

A [i, j] := W0 [i, j] = 〈−D ◦L1 ◦D∗ bi, bj〉Ni,j=1 = 〈L1 b′i, b
′
j〉Ni,j=1

and

B [i, j] := 〈L2 qi, qj〉Mi,j=1.

Lastly, we consider the corresponding operator t : H̃1/2(Γ) × H−1/2(Γ) → C as
the dual product between these trial spaces. We introduce its Galerkin matrix T

with entries

T [i, j] := 〈qi, bj〉N,M
i,j=1.

3. Numerical Results

Figures 2 and 3 reveal relative error convergence results for GMRES imple-
mentations for the original and preconditioned weakly singular operator over an
uniform mesh. The inf-sup conditions for the t operators are satisfied on a uniform
mesh scheme, and Proposition 1.2 holds, so the preconditioned operator converges
almost in the same iteration for any N . This is not the case for a non-uniform
mesh. Nevertheless, Tables ?? and ?? show conditioning numbers for both uniform
and non-uniform meshes, the last one given by the roots Tchebyshev polynomial.

N

GMRES Number of Iterations

Uniform mesh Non-uniform mesh

No
Precon

No
Precon

precon precon

16 8 10 8 9
64 26 11 40 10
256 44 11 171 8
1024 70 10 672 7
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Figure 2. GMRES residual error convergence for the weakly sin-
gular operator
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Figure 3. GMRES residual error convergence for the hypersin-
gular operator

N

GMRES Number of Iterations

Uniform mesh Non-Uniform mesh

No
Precon

No
Precon

precon precon

16 7 7 7 14
64 30 19 30 20
256 74 18 73 19
1024 157 17 155 18

Figures 4 and 5 the preconditioning results obtained for the Helmholtz equation
on the interval when considering k=4 and a uniform mesh.
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Figure 4. GMRES residual error convergence for the Helmholtz
weakly singular operator
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Figure 5. GMRES residual error convergence for the Helmholtz
hypersingular operator
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On the relationship between the frequency-domain BEM and the
convolution quadrature BEM

W. Ye

(joint work with J. Xiao)

Transient analysis is encountered in almost every engineering field. For large-
scale problems with complex domains, the boundary element method (BEM) offers
a viable approach for obtaining accurate and efficient solutions. Typically transient
problems can be solved either by direct computation of the time-domain boundary
integral formulation or by utilizing inverse transformation and solving the integral
formulation in the frequency or Lapace domain. The inverse-transformation ap-
proaches have the advantages in stability and simplicity since only the frequency-
domain or Laplace-domain BEM formulation needs to be solved. Recently Con-
volution Quadrature Method (CQM) proposed by Lubich [1, 2] has received much
attention and has been applied to various problems including acoustics and elas-
todynamics [3, 4]. Impressive results have been demonstrated. In the meantime,
the frequency-domain BEM approach has also been actively developed [5] and
from the results, it is clear that this approach is as accurate as the convolution
quadrature BEM if not better. A question naturally arises: which method is bet-
ter in terms of accuracy and efficiency? In fact, the two methods should share
some common features since the frequency transform can be regarded as a spe-
cial type of the Laplace transform. In this paper, the relationship between the
two methods is examined both theoretically and numerically. We first show that
the frequency-domain BEM approach is equivalent to the convolution quadrature
BEM approach with a multistep scheme of infinite-order of accuary. We then
present several numerical examples to further justify the theoretical finding.

Keywords: Transient analysis; Frequency-domain BEM; Convolution quadrature
BEM
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Hybrid Extended Displacement Discontinuity-Fundamental Solution
Method For Two- And Three-Dimensional Smart Media

Minghao Zhao

(joint work with Ernian Pan, Cuiying Fan, Guoning Liu)

Combining the Extended Displacement Discontinuity Method (EDDM) and the
Fundamental Solution Method (FSM), the hybrid extended displacement discontinuity-
fundamental solution (HEDD-FS) method was proposed by Fan et al. [6] to study
the linear and nonlinear fracture of piezoelectric media [7, 3] and MEE media
[5, 4]. In this paper, we summarize and present the application of HEDD-FS
method in linear and nonlinear fracture mechanics of two- and three-dimensional
smart media.
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